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9ȄŜŎǳǘƛǾŜ {ǳƳƳŀǊȅ 

DOLFIN aims to significantly contribute towards improving the energy efficiency of Data Centres and the 
stabilization of Smart Grids, across networks of Data Centres and Smart Grids, following a holistic approach. 
DOLFIN architecture [1] presents a comprehensive set of functional components and interfaces that are 
structured (and grouped) in two major sub-systems, namely the Energy Consumption Optimisation 
Platform (eCOP) and the energy-conscious Synergetic DCs (SDC). These sub-systems together realise the 
energy closed control loop envisaged by the project. Due to the strict relationships and dependencies of 
interfaces, semantics and functionalities between eCOP and SDC, the DOLFIN team has decided to carry out 
a single joint design task of the two parts under the coordination of two different work package leaders 
(WP3 and WP4), in order to keep high the consistency of the design choices for the different components, 
simplify the subsequent development phase and minimize any risk of incompatibility or missing 
specifications.  

Though the design work has been jointly executed by WP3 and WP4 teams together, it has been 
consolidated in two different specification documents, i.e. this D3.1 and D4.1, as per project plan. However, 
the two documents need to be considered as a unified design delivery of the DOLFIN system to be jointly 
read and analysed to derive a complete specification of the DOLFIN system. 

This document D3.1 focuses on the detailed design specification  attaining the functionalities, interfaces 
and relations to the requirements of the ά5ŀǘŀ /ŜƴǘǊŜ ŜƴŜǊƎȅ ŎƻƴǎǳƳǇǘƛƻƴ ƻǇǘƛƳƛǎŀǘƛƻƴ ǇƭŀǘŦƻǊƳέ όŜ/hP). 
It is complemented by D4.1, which instead focuses on ά{ȅƴŜǊƎŜǘƛŎ 5ŀǘŀ /ŜƴǘǊŜǎ ŦƻǊ ŜƴŜǊƎȅ ŜŦŦƛŎƛŜƴŎȅέ 
functions, interfaces and links with requirements. Common design artefacts (consolidated architecture, 
overall design approach to interfaces and APIs, overall DOLFIN platform control flow, energy models for DC 
software platform)  pertaining to both WP3 and WP4 work are presented in both deliverables D3.1 and 
D4.1, but with additional considerations that specifically highlight the rationale for the choice in the 
framework of a specific WP. 

This document first presents the DOLFIN architecture (Section 1) as has been updated during the last few 
months during which the detailed architecture design processes were active. Then, a reference to the 
energy models that will be used in the deduction procedures related to determine real time DC status in 
eCOP, followed by a common WP3-WP4 part referring to interface design technologies is given in Chapter 2.  

Section 3 details the internal design of each eCOP module, and specifically the ICT Performance and Energy 
Supervisor, Energy Efficiency Policy Maker and Actuator, and the water cooling system. In general, this 
document explores and expands the results of previous high level architecture design deliverables 
produced in DOLFIN (i.e. D2.2 [1]), and further refines DOLFIN platform requirements. In particular, section 
3 is structured in four main design parts focusing on the core eCOP functional elements: 

¶ ICT Performance and Energy Supervisor module: This component has the main responsibility to 
interact with underlying legacy DC subsystems and collect relevant information to evaluate metrics 
and KPIs. The module implements mechanisms to efficiently retrieve the data from various sub-
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systems and distribute such information to appropriate consumers. Moreover, the ICT Performance 
and Energy Supervisor implements specific techniques for data analysis and their representation, that 
will be useful from other eCOP module for their optimization activities. 

¶ Energy Efficiency Policy Maker and Actuator: This component implements much of the intelligence 
needed for the application of the optimization policies proposed in DOLFIN. It is responsible for the 
application of the energy optimization procedures based on particular predefined criteria and 
conditioned by the inputs (requests) provided by other DOLFIN components, for example requests 
from the Smart Grids environment, from federated DCs, etc. The Energy Policy Maker and Actuator is 
structured in a group of specialized entities, each of which has the responsibility of a part of the 
optimization process. 

¶ eCOP Monitor Database: this logical module groups all the elements involved in the storage 
functionalities for measures, KPIs, DC assessment and status, etc. The eCOP Database not only 
implements pure database functions, but introduces specialized modules to efficiently interact with 
that data store and produce a time series aggregation. 

¶ Cooling Subsystem: This is a water cooling server module. In the context of D3.1, the detailed design 
of the HW module is specified and details for the implementation of the prototype are provided. 

The detailed specification of API interfaces exposed by the various eCOP components is provided in Annex 
1 and is intended to be the base reference for DOLFIN developers in their implementation work. 

Section 4 concludes the document, deriving hints for future development work. 
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1 5h[CLb ŀǊŎƘƛǘŜŎǘǳǊŜ ŦƻŎǳǎƛƴƎ ƻƴ ǎǘŀƴŘŀƭƻƴŜ 5/ 
9ƴŜǊƎȅ hǇǘƛƳƛȊŀǘƛƻƴ 

This deliverable provides a detailed description of the design aspects of the DOLFIN Energy Consumption 
Optimization Platform (eCOP). Entities detailed in this document are intended to be developed from 
scratch, and are an integral part of the DOLFIN platform resulting from the integration of eCOP and SDC.  

The next section §1.1 ƛǎ ŀ ǊŜǇŜǘƛǘƛƻƴ ƻŦ ǘƘŜ 5h[CLb ŘŜƭƛǾŜǊŀōƭŜ 5нΦнΥ ά5h[CLb ǊŜǉǳƛǊŜƳŜƴǘǎ ŀƴŘ ǎȅǎǘŜƳ 
ŀǊŎƘƛǘŜŎǘǳǊŜέΦ Lǘ ƛǎ ǇǊƻǾƛŘŜŘ ƘŜǊŜ ƛƴ ƻǊŘŜǊ ǘƻ ŜƴŀōƭŜ ŀ ǎƳƻƻǘƘ ǊŜŀŘƛƴƎ ƻŦ ǘƘis deliverable. Moreover, the 
deliverable is closely related to deliverable D4ΦмΥ άSynergetic Data Centres for energy efficiency (Design)έΦ 
Cross reading may be required in some cases in order to better understand these two deliverables. 

1.1 5h[CLb {ȅǎǘŜƳ hōƧŜŎǘƛǾŜǎ 

DOLFIN is designed to be integrated within the existing DC's infrastructure and for this reason the new 
developed components can interface with the legacy DC's infrastructure, through appropriate adapters. To 
fully understand the logic that was applied for DOLFIN platform design, it is important to bring attention to 
the fundamental aspects of the project, namely the need to build a new tool that is able to optimize and 
make efficient consumption of energy resources within the Data Center. 

 
Figure 1-1: From separate energy control loops to coordinated multiple DC energy control loops 
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5h[CLbΩǎ ǇǊƛƳŀǊȅ ƻōƧŜŎǘƛǾŜ ƛǎ ǘƻ ŘŜǎƛƎƴΣ ŘŜǾŜƭƻǇΣ ŀƴŘ ǾŀƭƛŘŀǘŜ the DC platform capable of monitoring the 
energy usage of the DC and react accordingly for efficient energy management. The design of the DOLFIN 
DC framework would explicitly accommodate energy management and it is aimed at: 

¶ Improving capital and operational efficiencies for DC operators through the use of a common 
organization, automation, and operations of all energy functions across the different domains 

¶ Migrating from an ecosystem of separate energy management functions towards a coordinated 
arrangement of energy management functions as represented in Figure 1-1: 

The DOLFIN system is an ecosystem of collaborative DCs. DOLFIN considers a number of DCs, each one 
having its own DC customers and links with the energy network, as shown in Figure 1-2. From the energy 
network perspective, DOLFIN considers both traditional Energy Providers and Smart Grid Networks in a 
Smart City scenario όǇŀǊǘǎ ƻŦ ǘƘŜ ŘŜǎƛƎƴ ŀŎǘƛǾƛǘƛŜǎ ŀŘŘǊŜǎǎŜŘ ōȅ ǘƘŜ ŘŜƭƛǾŜǊŀōƭŜ 5пΦм ά{ȅƴŜǊƎŜǘƛŎ 5ŀǘŀ 
/ŜƴǘǊŜǎ ŦƻǊ ŜƴŜǊƎȅ ŜŦŦƛŎƛŜƴŎȅ ό5ŜǎƛƎƴύέ. Moreover, DOLFIN considers that each DC may achieve further 
internal energy efficiency, by recycling and reusing the warm water that is used for cooling the ICT 
equipment for warming the DC offices (e.g. with an under floor warming system). We consider the DOLFIN 
System as a complete ecosystem that has a group of customers and an interaction with the energy network. 
These are not directly connected with a specific DC but use the DOLFIN system as a Virtual Data Centre. The 
main objective of the DOLFIN solution is to reduce the energy consumption of the elements within the 
DOLFIN ecosystem as a whole (especially the consumed brown energy) and stabilize the smart grid 
electricity network, wherever needed, without breaking the agreed SLAs with the end users (or 
renegotiating the SLAs based on signed contracts).  

 

Figure 1-2: DOLFIN Interworking DCs ς High Level Architecture 

The DOLFIN functional architecture of each individual DC is defined in terms of new DC functional blocks, 
revised DC functional blocks, and the interworking interfaces needed to realise different energy closed 
control loops and their interactions with the normal operation of the DC. The functional architecture is 
depicted in the Figure 1-3. 

The DOLFIN architecture is consolidated around two specialized sub-systems, namely: 

¶ The Energy Consumption Optimisation Platform (eCOP), developed in WP3, which represents the 
core platform in DOLFIN, where are performed the relevant actions to manage and optimize the 
energy consumption at Data Centre level, through the application of energy benchmarking, 
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dynamic control, and adaptive optimisation of the DC infrastructure. Moreover, eCOP includes a 
subsets of modules that allow continuous monitoring of DC resources (for both ICT and non-ICT 
entities) and provide specific functionalities for metrics calculation and data collection and storage. 

¶ The energy-conscious Synergetic DCs (SDC), developed in WP4, which provides a dynamic, service-
effective and energy-efficient allocation of demands, across a distributed network of co-operating 
DCs. In addition, the SDC provides the control modules for the integration with the Smart Grid 
environment and that are responsible for the energy stabilisation through the interconnection with 
the smart grid network, providing responses on the changing demands for energy. 

 

Figure 1-3: DOLFIN Functional Architecture 

The overall description of DOLFIN architecture is depicted in Figure 1-4, which reports a schematic 
representation of components, highlights the main relations/interactions between subsystem and external 
entities (such as the Energy Brokers), the modules position within the DOLFIN architecture and finally how 
the DOLFIN are globally integrated in the normal DC environment. 

 

Figure 1-4: Overall DOLFIN architecture 
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The modules identified in the architecture are listed in two groups that identify the elements specially 
developed in the context of DOLFIN and those that represent a typical asset in a standard DC environment, 
but request some adaptation to be used in DOLFIN. 

1.1.1 New DC functionality offered by DOLFIN specific components 

This section describes a list of components that have been introduced by DOLFIN in the DC environment 
and provide the following functionality: 

¶ eCOP Monitor Data Base: it has the sole purpose of storing all real-time and historical energy 
related data collected from DCs. This information is used for energy efficiency decisions and VM 
load predictions, along with data from all the components within a DC architecture. 

¶ ICT Performance & Energy Supervisor: it focuses on the analysis of performance monitoring data 
and energy data. The objective of this component is to provide information on the actual 
performance of the applications (typically VMs) utilizing the resources of the DC devices and the 
energy consumed by the non-ICT components. 

¶ Energy Efficiency Policy Maker & Actuator: this is the most intelligent part of the eCOP that makes 
the decisions realizing the requested policy of the DC. Following a spiral optimization approach in 
the context of DOLFIN: ŀǘ {ŜǊǾŜǊǎΩ ǊŀŎƪ ƭŜǾŜƭΣ ŀǘ 5/ ǎŜƎƳŜƴǘ ƭŜǾŜƭΣ ŀǘ 5/ ƭŜǾŜƭ ŀƴŘ Ŧƛƴŀƭƭȅ ŀǘ 5hLFIN 
level, this component realizes the 3 first levels of the energy optimization, achieving optimization at 
DC level. Moreover, it aims at initiating a stream of control commands, which can be translated into 
actual actions by other DOLFIN subsystems within a DC. 

¶ Cross-DC Monitoring Data Collector: it collects knowledge not only from the Synergetic DC 
resources, but also from the network routers and in general from the network resources point of 
view. 

¶ Cross-DC Workload Orchestrator: it is a distributed software element that gets the SDC decisions 
and does most of the different types of resource optimisation including energy optimisation and 
management of their trade-offs in a cross DC optimization scenario. 

¶ Cross-DC VM Manager: it realises a DC Interconnect (DCI) interface and performs the actual 
migration of VMs cross DCs. 

¶ DOLFIN Information Data Base: it offers an abstracted and logically-centralised information 
manipulation (including information collection, aggregation/processing, storage / indexing and 
distribution) across all DOLFIN architectural components. It includes information on the local 
energy requirements e.g. Demand/Response requests from the local Smart Grid operator 

¶ SLA Renegotiation Controller: it will take into account the existing approaches in modelling SLA 
criteria (e.g. the overall cost of an offered service) and augment these approaches with the use of 
energy related criteria. This module will also handle the negotiation process between the DC and 
the end-users. 

1.1.2 Revised DC functionality offered by components modified by DOLFIN  

This section describes a list of components that already exists in a DC environment and they are revised in 
order to provide the following DOLFIN specific functionality: 

¶ DCO Hypervisor Manager: it is an adaptation layer that maps the high-level decisions taken by the 
DOLFIN system into low-level technology-dependent commands that control the DC ICT 
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infrastructure. The DCO Hypervisor Manager analyses the new DCs ICT hardware including DCs 
configuration and status. It is responsible for managing new ICT hardware and VMs configuration. 
In addition, it is also responsible for the translation of new hardware configurations to dedicated 
commands to manage the specific virtualization hypervisor and the execution of commands to 
provide a new DCs hardware configuration. 

¶ DCO Appliance Manager: the counterpart of the DCO Hypervisor Manager, on the non-ICT DC 
infrastructure. The DCO Appliance Manager adapts and guarantees the execution of strategies 
elaborated by DOLFIN expert system on the non-ICT infrastructure by translating high level 
commands into low-level technology-agnostic actions. 

¶ DCO Monitor/Collector: it is to interface with both the ICT and the non-ICT DC infrastructure and 
collect all operational and energy related information to be stored in the eCOP Data Base. 

¶ Customer profile management: it provides the information for describing the requirements that 
need to be satisfied for service provision to the end customers. The Customer profile is strictly 
related to the service agreement contracted between customer and DC owner and directly affects 
the actions may be activate on the user resources.  

1.2 9ƴŜǊƎȅ aƻŘŜƭǎ ŦƻǊ 5/ {ƻŦǘǿŀǊŜ tƭŀǘŦƻǊƳǎ 

The energy models that will be used by the various components of the eCOP are common throughout the 
ǿƘƻƭŜ 5h[CLb {ƻŦǘǿŀǊŜ tƭŀǘŦƻǊƳ ŀƴŘ ŀǊŜ ǇǊŜǎŜƴǘŜŘ ƛƴ Ŧǳƭƭ ŘŜǘŀƛƭǎ ƛƴ ŘŜƭƛǾŜǊŀōƭŜ 5пΦм άSynergetic Data 
/ŜƴǘǊŜǎ ŦƻǊ ŜƴŜǊƎȅ ŜŦŦƛŎƛŜƴŎȅ ό5ŜǎƛƎƴύέ. In this deliverable, we briefly summarize the proposed KPIS for 
energy consumption since these have influenced the specification of eCOP APIs and database contents. The 
rest of the discussion on energy models and results is omitted in in this deliverable for the sake of clarity 
and brevity. 

1.2.1 Proposed KPIs for Energy Consumption 

The KPIs use the energy consumers plus various coefficients that can be adapted to the hardware used, i.e., 
whether server processors, network cards and memories are energy efficient or not, or whether they 
support the multiple states.  

Some of the proposed KPI functions in DOLFIN are: 

Physical Server Energy Consumption=   a + b * server processing load 
   + c * server memory utilization  
   + d * server network traffic  

 

ἋἾἭἺἩἯἭ ἤἙ ἏἶἭἺἯὁ ἍἷἶἻἽἵἸἼἱἷἶ  
╟▐◐▼░╬╪■ ╢▄►○▄► ╔▪▄►▌◐ ╒▫▪▼◊□▬◄░▫▪ ɀ╪ 

╝◊□╫▄► ▫█ ╥╜▼ͅ╗▫▼◄▄▀╘ͅ▪ͅ◄▐░▼╢ͅ▄►○▄►
 

 

 VM Energy Consumption=       b * VM processing Load  
+ c * VM memory consumption  
+ d * VM network traffic  
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ἋἾἭἺἩἯἭ ἋἸἸἴἱἫἩἼἱἷἶ ἏἶἭἺἯὁ ἍἷἶἻἽἵἸἼἱἷἶ 

 
╥╜ ╔▪▄►▌◐ ╒▫▪▼◊□▬◄░▫▪ 

╝◊□╫▄►▫ͅ█ͅ╪▬▬■░╬╪◄░▫▪▼►ͅ◊▪▪░▪▌░ͅ▪ͅ◄▐░▼╥ͅ╜
 

      Application Energy Consumption =  b * Application processing load  
+ c * Application memory consumption  
+ d *  Application network traffic  

 

The coefficients used in the above KPIs are highlighted here. They represent multipliers of various 
consumptions. In the following a, b, c, d are hardware related. 

¶ a = baseline energy consumption (consumption of server with 0 virtual machines). 

¶ b = energy consumption per percentage of CPU load 

¶ c = consumption per byte of memory used 

¶ d = consumption per byte communicated 

When using the KPIs to determine energy usage, we expect to adjust the values to the underlying real 
hardware.  

Many more KPIs can be derived for these resources, and we expect to see more over time as more 
knowledge is acquired w.r.t modelling of virtual resource energy consumption. 
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2 5h[CLb 5ƛǎǘǊƛōǳǘŜŘ /ƻƳǇƻƴŜƴǘǎ LƴǘŜǊŦŀŎŜǎ ŀƴŘ 
!tLǎ 5ŜǎƛƎƴ  

This section focuses on the adaptation of REST as a communication mechanism for the request / response 
interactions between the components of DOLFIN in the eCOP and SDC level1. We have investigated the use 
of RESTful APIs, and have determined that REST provides flexibility with regard to languages and tools, that 
should be exploited during the design of the component interfaces. 

The types of interaction we envisage are: 

¶ eCOP ăĄ eCOP components 

¶ eCOP Ą SDC components 

¶ SDC Ą SDC components 

¶ eCOP ăĄ Smart Grid Controller 

¶ Inter domain SDC communication 

The following design assumptions need to be highlighted: 

i) The RESTful approach is an instance of the request-response (R-Q) model of communication, and as 
such is only suitable for interactions that fit the R-Q model.  

ii) The RESTful approach is lightweight, allowing loosely-coupled interactions, and is used for many 
service-based architectures where it is the most commonly used method, by a considerable margin. 

iii) The adaptation of a RESTful approach for every component interaction in a distributed network 
environment is infeasible - e.g. monitoring may use some real-time distribution framework. 

Furthermore, REST is not a ready-to-go solution, it is a model of interaction. Consequently, each of the 
system elements must be carefully designed. 

2.1.1 RESTful APIs 

Currently the use of RESTful APIs is being considered as the state-of-the-art approach for many service-
oriented platforms. Although, the first web-service APIs such as XML-RPC and SOAP used a remote 

                                                           

1
 Since DOLFIN aims to be presented as an integrated software platform offering distributed cloud services among 

cooperating DCs, the interface design principle and approach have been intentionally kept common both for eCOP 
and SDC. 
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procedure call (RPC) mechanism using XML over HTTP, these have been over-shadowed by the RESTful style 
of interaction.  

REST-style architectures comprise clients and servers. Clients initiate requests to servers; servers process 
requests and return appropriate responses. Requests and responses are built around the transfer of 
representations of resources. A resource can be essentially any coherent and meaningful concept that may 
be addressed. A representation of a resource is typically some encoded data that captures the current state 
of a resource. 

RESTful architectures allow: 

¶ Scalability of component interactions 

¶ Generality of interfaces 

¶ Independent deployment of components 

¶ Intermediary components to reduce latency, enforce security and encapsulate legacy systems 

The REST architectural style simplifies the component implementation, reduces the complexity of 
connector semantics, improves the effectiveness of performance tuning, and increases the scalability of 
pure server components. Layered system constraints allow intermediariesτproxies, gateways, and 
firewallsτto be introduced at various points in the communication without changing the interfaces 
between components, thus allowing them to assist in communication translation or improve performance 
via large-scale, shared caching. REST enables intermediate processing by constraining messages to be self-
descriptive: interaction is stateless between requests, standard methods and media types are used to 
indicate semantics and exchange information, and responses explicitly indicate cacheability. 

The major advantage of REST is that it is identical to that of the Web. Any client can talk to any server, 
regardless of the technologies used underneath to handle the requests and the responses governing the 
communication between the clients and the servers. For more information, analysis and comparison with 
other available HTTP technologies for web services, the interested user is requested to skip through 
references [2], [3], [4], [5], [6] and [7]. 

The REST design principles well align with the eCOP interface design needs and represent the more 
convincing choice in terms of impact, portability and adaptation to existing legacy contexts. 

2.1.2 Publish Subscribe mechanisms 

In contrast to the RESTful approaches, where synchronous messaging is achieved (a client must always 
initiate the communication process with a server), the publish/subscribe (pubsub) model allows for 
asynchronous communication between server and interested client entities through notification events. 
¢ƘŜ ŎƭƛŜƴǘ ŀǇǇƭƛŎŀǘƛƻƴǎ ƻǊ άǎǳōǎŎǊƛōŜǊǎέ ŜȄǇǊŜǎǎ ƛƴǘŜǊŜǎǘ ƛƴ ŎŜǊǘŀƛƴ ǘȅǇŜǎ ƻŦ ƛƴŦƻǊƳŀǘƛƻƴΣ ǿƘƛƭŜ ǘƘŜ ǎŜǊǾŜǊ 
ŀǇǇƭƛŎŀǘƛƻƴǎ ƻǊ άǇǳōƭƛǎƘŜǊǎέ ǇǊƻǾƛŘŜ ƛƴŦƻǊƳŀǘƛƻƴ to the system, which is available only to authorized 
subscribers. The communication between clients and servers is achieved via a mediation service, which 
receives publication requests, broadcasts event notifications to subscribers, and enables privileged entities 
to manage lists of authorized participants. The main characteristics of the pubsub model are the following 
[8]: 

¶ anonymity: the server applications or publishers of information are required to publish messages 

without explicitly specifying recipients or having knowledge of intended recipients. Similarly, the 

client applications or subscribers must receive only those messages which they have interest in.  

¶ time decoupling: communication between servers and clients is asynchronous, so that they do not 

need to be active simultaneously 
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¶ flow decoupling: Publishers and subscribers are not blocked during the production or consumption 

ƻŦ ƴƻǘƛŦƛŎŀǘƛƻƴ ŜǾŜƴǘǎΦ !ǎ ŜǾŜƴǘǎΩ ǇǊƻŘǳŎǘƛƻƴ ŀƴŘ ŎƻƴǎǳƳǇǘƛƻƴ Řƻ ƴƻǘ ƘŀǇǇŜƴ ƛƴ ǘƘŜ Ƴŀƛƴ Ŧƭƻǿ ƻŦ 

control of the publishers and subscribers, communication can be asynchronous. 

Individual point-to-point and synchronous communication architectures pose scalability challenges, leading 
to rigid and static applications. On the contrary, pubsub has the following benefits over alternative 
architectures, as underscored by Google [9] and Oracle [10]: 

¶ It is architecturally flexible: numerous publishers and subscribers may be added in order to expand 
the messaging capabilities of a certain interconnected system. 

¶ It is easily configurable: they can be easily configured to support different subscription models. 

¶ It requires very minimum resources while exhibiting superb performance and scalability. 

Commonly used pubsub/message queuing software bundles include RabbitMQ [11], MQTT [12] and Apache 
Kafka [13]. Interestingly, many of todayΩǎ ǎǘŀǘŜ ƻŦ ǘƘŜ ŀǊt platforms with a Cloud management perspective, 
including OpenStack [14], which acts as the base Cloud management platform to be used in the context of 
DOLFIN. 

The pubsub and distributed message queue systems available in state of the art (e.g. RabbitMQ) 
represent a valuable background to be re-used for the implementation of similar mechanisms in the 
eCOP modules, focusing DOFLIN developments on the customization of the message semantics more 
than on the implementation of the transport back-ends. 

2.2 !ǇǇƭƛŎŀōƛƭƛǘȅ ƛƴ 5h[CLb 

In need for a large variety of appropriate information exchange mechanisms, the DOLFIN Software Platform 
specification has determined that both synchronous and asynchronous approaches are required in order to 
guarantee proper systemic operation.  

Specifically, as will be detailed in the next sections, the ICT Performance and Energy Supervisor Core 
component (documented in paragraph 3.3.1.2.1) features a publish-subscribe server that will allow for the 
rest of the eCOP (e.g. the Optimizer of the Energy Efficiency Policy Maker and Actuator presented in 
3.3.2.2.5) and SDC (e.g. the SLA Renegotiation Manager detailed in D4.1) components to subscribe for 
streams of events and get instantaneous updates on the status of the DC, without having to continuously 
poll for information.  

On the other side, RESTful APIs are exposed by all components of DOLFIN in order to enable synchronous 
cooperation among them.  

In Figure 2-1 we depict the scope of REST within DOLFIN. We see the main interactions, whereby some 
components have their own private communication with the entities being managed, e.g. with the 
monitoring backend. Components that are themselves distributed systems, yet are still one component, 
may have their own internal communication approach. 
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Figure 2-1: REST use in DOLFIN 

2.3 5h[CLb /ƻƴǘǊƻƭ Cƭƻǿǎ 

Complete DOLFIN control flows involve all components featured by the general DOLFIN architecture. Hence, 
a broad view of the system architecture is necessary in order to present them and their presentation 
should refer to both eCOP and Synergetic DC (SDC) components. Based on this remark, several indicative 
control flows are presented iƴ ŘŜƭƛǾŜǊŀōƭŜ 5пΦм ŜƴǘƛǘƭŜŘ ά{ȅƴŜǊƎŜǘƛŎ 5ŀǘŀ /ŜƴǘǊŜǎ ŦƻǊ ŜƴŜǊƎȅ ŜŦŦƛŎƛŜƴŎȅ 
ό5ŜǎƛƎƴύέ ƛƴ ǘƘŜ ŦƻǊƳ ƻŦ ŎƻƴǎƻƭƛŘŀǘŜŘ ŎƻƴǘǊƻƭ Ŧƭƻǿǎ ŦƻǊ ǘƘŜ ŜƴǘƛǊŜ 5h[CLb {ƻŦǘǿŀǊŜ tƭŀǘŦƻǊƳΦ ¢ƘŜƛǊ 
presentation in this deliverable is, therefore, omitted for reasons of brevity and clarity. 
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3 9ƴŜǊƎȅ /ƻƴǎǳƳǇǘƛƻƴ hǇǘƛƳƛȊŀǘƛƻƴ tƭŀǘŦƻǊƳ 
όŜ/htύ 

3.1 Ŝ/ht ŦǳƴŎǘƛƻƴŀƭ ŘŜǎŎǊƛǇǘƛƻƴ 

The eCOP is the core optimization group of components that grants a DOLFIN-enabled DC with advanced 
monitoring, self-evaluation and self-optimisation capabilities. The four pillars of eCOP functionality are 
summarized as follows: 

1. Interfaces legacy/heterogeneous DC sub-systems (including cloud management platforms and 
building management system platforms) via specific adapters to collect all necessary information 
for the optimization process. 

2. Provides an engine able to process raw data and calculate appropriate metrics and KPIs that will be 
used throughout the whole the optimization process. This engine resides in the ICT Performance 
and Energy Supervisor module. 

3. Stores raw data, measures and calculated metrics into the eCOP DB, and provides also efficient and 
abstracted interfaces to support DB operations. 

4. Sets the Energy efficiency Policy Maker & Actuator module into action to perform the optimization 
lying in the core of the DOLFIN project scope. The module activation is based on pre-defined 
criteria and aggregated information from other modules (e.g. ICT Performance and Energy 
Supervisor, Smart Grid Controller, Cross-DC orchestrator, etc.). 

The table below provides an overview of the functions performed by each composing module of eCOP and 
the dependencies with other modules in the DOLFIN architecture. 

Table 3-1: Overall modules functions 

Module Function Modules dependency 

ICT Performance and 
Energy Supervisor 

Collects ICT devices (hosts and VMs) 
performance information (i.e. CPU loads, storage 
usage, network link utilization) 

DCO Monitor/Collector 

Collects non-ICT facility energy consumption (i.e. 
collects measures of power (W) and current (A) 
utilized by the facilities) 

DCO Appliance/BMS 

Interacts with legacy VMs manager to collect 
information on VMs deployment and retrieving 
in near real-time the variation of the VMs assets 

DCO Hypervisor 
Manager 
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(e.g. after a consolidation or migration) 

Implements a script based engine to build and 
calculate meaningful KPIs based on the various 
collected values 

 

Interacts with eCOP Monitor Database to: (1) 
store calculated KPIs, (2) retrieve data needed for 
internal calculation algorithms. Moreover, it 
provides adapters for efficiently storing raw data 
from legacy DC sub-systems  

eCOP Monitor Database 

Provides interfaces to retrieve KPIs and other 
relevant data for the Energy Efficiency Policy 
Maker & Actuator. 

 

Provides a list of classified servers based on their 
energy efficiency and DC layout 

Energy efficiency Policy 
Maker & Actuator 

Provides the energy consumption of each server  

Energy efficiency 
Policy Maker & 
Actuator 

Implements optimization rules based on Smart 
Grid controller input. Two primal optimization 
approaches are followed: (1) based on the 
energy consumption requests, (2) based on the 
energy price. 

Smart Grid Controller 

Interfaces the SLA Renegotiation Controller with 
respect to requests for SLA reduction on specific 
VMs.  

SLA Renegotiation 
Controller 

Requests for cross-DC VM migration actions 
based on the results of internal policy evaluation.  

Cross-DC Workload 
Orchestrator 

Interacts with legacy DC cloud management 
system to perform VM-oriented actions on 
local(within DC) level 

DCO Hypervisor 
Manager 

Provides a policy engine coordinating the actions 
needed to be performed in order to achieve 
energy optimization 

 

eCOP Monitor Data 
Base 

Provides generic interfaces used by other 
modules to query and put data into the database 

 

Implements the data model needed to store the 
raw data, KPIs and aggregated data 

 

Implements an engine to build and store 
aggregated data streams (i.e. calculates average 
values with different resolution) 

 

 

Due to the complex nature of the DC architecture and the optimization approach introduced by DOLFIN, 
the definition of a general architectural design model is required in the context of which specific data 
manipulation and reaction steps need to identified, in order to come up with an autonomous system 
exhibiting optimisation capabilities with respect to the minimisation of both energy and computational 
resources. In particular, the following steps have been identified and are being modelled in the context a 
general control framework: 

¶ Data collection 
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¶ Monitor 

¶ Analysis 

¶ Planning 

¶ Actuation 

These steps implement a typical control model known as control loop. The latter identifies a basic 
mechanism according to which any action applied to the system produces a reaction, evaluated in terms of 
state changes of the monitored objects that produce new data to be processed. In such a control loop, the 
presence of an analysis and planning plane is evidently essential. This plane, apart from the definition of 
actions to be implemented, is responsible for the mitigation of the potential effects of oscillatory instability 
produced by the reaction mechanisms. As reported in subsequent paragraphs, a big part of the analysis and 
planning plane of the control loop is covered by the functions implemented by the Energy Efficiency & 
Policy Maker components. The other system components, such as the ICT Performance and Energy 
Supervisor, close the loop, supporting the requirements for data collection and data meta-processing. 

In the following paragraphs, a functional decomposition of each DOLFIN component in the Energy 
Consumption Optimization Platform is attempted. Moreover, specific data flow models are introduced to 
assist the depiction of the relationships among interfacing modules and subsystems. 

3.1.1 eCOP architecture decomposition 

As described in the previous sections, the eCOP subsystem is structured in three major macro components. 
During the design process, these primarily modules are decomposed in specialized entities that are detailed 
in the subsequent sections. A brief overview is reported below: 

¶ The ICT Performance and Energy Supervisor; the objective this component is to provide analysis 
and monitor functions, getting information on the actual performance of the applications 
(typically VMs) utilizing the resources of the DC devices and the energy consumed by the non-ICT 
facilities. The ICT Performance and Energy Supervisor is structured in : 

ƺ ICT Performance and Energy Supervisor core; coordinates the communications between the 
other sub-modules and exposes multiple interfaces used by other higher-level DOLFIN 
components such as the Energy Policy Maker & Actuator. The module works as stateful data 
hub, continuously interfacing with a low number of other actors, and making low utilization of 
computational power. 

ƺ Metrics Engine; produces updated metric values which are then made available to the ICT 
Performance and Energy Supervisor core sub-component and, finally, to the other DOLFIN 
modules. It is designed to run on-demand and deals with large sets of data; computes the 
metrics in one run, processing big amounts of data. 

ƺ DCO Hypervisor Broker; collects data coming from the DCO Hypervisor manager, pertaining also 
to the status of managed DC Hypervisors and hosted applications (VMs). 

ƺ DCO Monitor/Collector Broker; collects data coming from the DCO Monitor / Collector 
component. This stream of data contains updates about the status of hardware DC resources 
such as physical hosts, PDUs, ICT appliances, etc. 

ƺ DCO Appliance Broker; deals with data related to non-ICT resources that are part of the DC, 
such as HVAC systems, ancillary and non-correlated energy consumption, temperature, 
computer room conditions, etc. 
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ƺ ICT Topology Graph Database; contains an updated version of the data describing the physical 
distribution and topology of the DC assets. 

¶ The Energy efficiency Policy Maker & Actuator; is the part of the eCOP where are taken the 
decisions and performed actions for the energy optimization, based on pre-defined criteria and 
the input by other DOLFIN modules (such as the Smart Grid Controller). The elements in the 
Energy efficiency Policy Maker & Actuator are: 

ƺ VM Priority Classifier; is a component assessing the priority of VM streams based on their time 
criticality, their resource consumption and the SLA of the customers or other entities (e.g. 
cooperating DC). 

ƺ Prediction Engine; provides forecasts regarding the load expected in the near future, based on 
the status of both the sole DC or as a part of a federated set of DOLFIN-enabled DCs. The results 
of prediction process are sent and used by the modules involved in the optimization phase. 

ƺ Policy Repository; maintains information regarding all possible policies available to conduct the 
operation efficiency resource management, such as the energy policy used internally by the 
eCOP functions and the policy agreements for federated DCs. 

ƺ Policy Maker; is the key component of the Energy Policy Maker and Actuator subsystem and is 
responsible for scheduling the activation of the policy enforcement, on the basis of the DC 
status and the information provided by other modules. This module is responsible for the 
efficient resource management and the acceptance or rejection of incoming requests at local or 
synergetic DCs level. 

ƺ Optimizer; the role of the Optimizer is to optimize the allocation of existing and accepted load 
to the DC physical resources, while adjusting to the operation imposed by the selected policy, 
also taking into account the forecast of the Prediction Engine on the near future load and/or 
other information such as the Smart Grid status by the Smart Grid Controller. 

ƺ Policy Actuator; is responsible for the implementation of the actions identified by the Optimizer 
and translates the optimizer plan into commands to the DCO Hypervisor Manager and/or the 
DCO Appliance Manager. 

¶ The eCOP Monitor Data Base; provides the groups of functionalities and entities for storing the 
real-ǘƛƳŜ ŀƴŘ ƘƛǎǘƻǊƛŎŀƭ ŜƴŜǊƎȅ ǊŜƭŀǘŜŘ Řŀǘŀ ŎƻƭƭŜŎǘŜŘ ŦǊƻƳ 5/ǎΦ ¢Ƙƛǎ ƛƴŦƻǊƳŀǘƛƻƴ ŀǊŜ ΨŘƛǎǘǊƛōǳǘŜŘΩ 
to all DOLFIN entities to perform their specific operations, for example are used by the Energy 
efficiency Policy Maker & Actuator to perform the prediction and optimization analysis for the 
efficient allocation of VMs. The eCOP Monitor Database consists of two active internal 
components: 

ƺ eCOP Database; consisting the basic persistence layer of the eCOP Monitor Database. 

ƺ Storage Broker; wrap the storage layer with a comprehensive RESTful API, providing access to 
and from other DOLFIN entities. 
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3.2 aƻŘǳƭŜǎ ƛƴǘŜǊŦŀŎŜǎ 

Focusing on the eCOP DOLFIN sub-system, the interactions and interfaces of the constituent modules are 
summarized in Figure 3-1. Each interface defines a host (module that exposes an interface) and a consumer 
(module that consumes an interface) of specifics APIs. 

 
Figure 3-1: Overview of the interactions of the eCOP DOLFIN subsystem 

The table below provides an overview of each interface, describing its host and consumer. 

Table 3-2: WP3 modules interfaces 

IF. # Host Consumer Description 

1 DCO Hypervisor 
Manager 

ICT Performance & Energy 
Supervisor 

Get VMs info and deployment structure 
(how the VMs are allocated) 

2 DCO 
Monitor/Collector 

ICT Performance & Energy 
Supervisor 

Get ICT and non-ICT info (performance, 
energy consumption, etc.) 

3 DCO Appliance/DMS ICT Performance & Energy 
Supervisor 

Get non-ICT info and performs controls 

4 eCOP DB ICT Performance & Energy 
Supervisor 

Query interface to INSERT and RETRIEVE 
data  

5 ICT Performance & 
Energy Supervisor 

Energy Policy Maker & 
Actuator 

Interface to access to performance/energy 
data/metrics and topology description 

6 DCO Hypervisor 
Manager 

Energy Policy Maker & 
Actuator 

Interface to command action on VM sub-
system (i.e. VM migration) 

7 Smart Grid 
Controller 

Energy Policy Maker & 
Actuator 

Interface to GET the negotiated energy 
strategies 

8 SLA Renegotiation Energy Policy Maker & Interface to negotiate SLA reduction 
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Controller Actuator 

9 Cross-DC 
Orchestrator 

Energy Policy Maker & 
Actuator 

Interface to query cross DC migration 

10 DOLFIN Info DB Energy Policy Maker & 
Actuator 

Retrieve the static DC structure 

Logging EPM&A actions 

 

As can be observed by Table 3-2, each module is responsible for the implementation of certain functions. 
These functions will be exposed to the services outside eCOP through appropriate APIs. It should be noted 
that Table 3-2 does not provide an exhaustive presentation of the APIs but, rather overviews the 
interactions between the respective modules. The attempted overview allows to: 

¶ Model the data and control flows, following the interactions between modules. 

¶ Highlight critical issues that should be addressed during the interaction. For example whether the 
data flow should be synchronous or involve some sort of acknowledgment.  

¶ Visualize which components - DOLFIN components or external components (e.g. from the legacy DC) 
- are involved in the various communication processes. 

¶ Offer an outline of each component operation, to proceed to the internal component design, with 
the detailed definition of the communication APIs. 

3.2.1 Controls and data flows 

The current section provides an abstract representation of the communication processes between various 
eCOP-related DOLFIN components, through the schematization of the controls and data flows with the 
supports of sequence diagrams. These diagrams refer to the interfaces depicted in Figure 3-1 and tabulated 
in Table 3-2. For each interface a brief description is provided, elaborating on the host and consumer 
components2. Moreover, the sequences are used to provide an immediate characterization of the nature of 
the interfaces and of the communication model that is expected to be adopted. For example: 

¶ Some interfaces require a model based on SUBSCRIBE/NOTIFY approach. In this case, it is expected 
ǘƻ ƛŘŜƴǘƛŦȅ ŀƴ !tL ŀōƭŜ ǘƻ όмύ ǎǳǇǇƻǊǘ ǘƘŜ ǊŜƎƛǎǘǊŀǘƛƻƴ ƻŦ άŎƻƴǎǳƳŜǊέ ƻōƧŜŎǘǎ ŀƴŘ όнύ ǇǊƻǾƛŘŜ 
asynchronous events publication. 

¶ Other interfaces should be able to support synchronous and reliable communication, to ensure the 
correctness of the exchanged information between the involved entities. 

These interfaces provide a high level and basic abstraction of the APIs that will be subsequently defined in 
the dedicated modules' design paragraphs. 

  

                                                           

2
 For brevity and accuracy reasons, and due to the fact that in many cases the host-consumer hierarchy is vague, an 
ŀƭǘŜǊƴŀǘƛǾŜ ƴƻǘŀǘƛƻƴ ƛǎ ǳǎŜŘ ƛƴ ǘƘŜ ŦƻƭƭƻǿƛƴƎΣ ŀƴƴƻǘŀǘƛƴƎ ǘƘŜ ŎƻƳǇƻƴŜƴǘǎ ŀǎ ά/ƻƳǇƻƴŜƴǘ !έ ŀƴŘ ά/ƻƳǇƻƴŜƴǘ .έΣ 
explicitly avoiding to use the terminology host and consumer. 
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3.2.1.1 Interface to handle VM deployment (topology) info 

This interface provides the function to handle the information regarding the deployment of VMs within the 
DC. The DCO Hypervisor Manager provides an event-based interface that will trigger events upon some 
changes in the VM structure. 

¶ Interface number: #01 

¶ Component A: ICT Performance and Energy Supervisor 

¶ Component B: DCO Hypervisor Manager 

In this context is assumed initial steps where the ICT Performance and Energy Supervisor make a binding to 
the events provider. The subscription step is not a strictly required in a real implementation (for example 
might be introduce some mechanism to mutual subscribe the two components) but has the meaning of 
define a communication model where we need a clear identification of the producer and consumer. 

In the paragraph 3.3.1.2.3 we introduce the design model used to manage such event-driven 
communication. 

 

Figure 3-2: Interface to handle VM deployment (topology) info 
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3.2.1.2 Interface to handle ICT device performance data stream 

This interface provides the function to handle the ICT device performance data stream. The DCO 
Monitor/Collector provides an event-based interface that will trigger new events on changes. 

¶ Interface number: #02 

¶ Component A: ICT Performance and Energy Supervisor 

¶ Component B: DCO Monitor/Collector 

The role of DCO Monitor/Collector is to export information regarding the status of hardware DC resources 
such as physical hosts, PDUs, ICT appliances, etc. The flow diagram is similar to what defined in the previous 
one but uses specific APIs due to the different nature of monitored objects.  

A detailed description of the model and internal entities involved in the communication are reported in 
paragraph 3.3.1.2.3. 

 

Figure 3-3: Interface to handle ICT device performance data stream 
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3.2.1.3 Interface to handle consumption on non-ICT facilities 

This interface provides the function to handle the consumption on non-ICT facilities. The DCO 
Appliance/BMS provides an event-based interface that will trigger new events on changes. 

¶ Interface number: #03 

¶ Component A: ICT Performance and Energy Supervisor 

¶ Component B: DCO Appliance/BMS 

The flow diagram reports an event-driven interaction between the ICT Performance and Energy Supervisor 
and dedicated appliance that are supposed to be present inside the DC infrastructure and that are able to 
handle non-ICT facilities, such as HVAC systems, ancillary and non-correlated energy consumption, 
temperature, computer room conditions, etc. 

Interfacing with DCO Appliance/BMS, the ICT Performance and Energy Supervisor will be able to collect 
extra information that (before the introduction of the DOLFIN approach) were commonly considered 
unrelated from other consumption resources. Instead DOLFIN try to correlate the status and consumption 
from non-ICT facilities with other one (for example the whole energy consumed in a rack space or a physical 
HW, etc.) and use the results of that correlation during the optimization process. 

As explained in the preview paragraphs, a detailed description of the communication model is reported in 
3.3.1.2.3. 

 

Figure 3-4: Interface to handle consumption on non-ICT facilities 
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3.2.1.4 Interface to eCOP DB 

This interface provides the function to SET and RETRIEVE datasets from the eCOP Data Base.  

¶ Interface number: #04 

¶ Component A: ICT Performance and Energy Supervisor 

¶ Component B: eCOP DB 

The energy optimization approach used in DOLFIN require the management of different kind of information: 
(i) raw data from ICT and non-ICT facilities, (ii) calculated metrics and KPI, (iii) DC topology assessment, etc. 
These information need to be stored and retrieved when necessary, for example when a new optimization 
process has to be performed. For this scope the eCOP Monitor Database define dedicated APIs (reported in 
Annex 1) that will be used by all the DOLFIN components that need query the DB. 

The paragraph 3.3.1 reports a detailed description of model functionalities provide by the eCOP DB. 

 

Figure 3-5: Interface to eCOP DB 

3.2.1.5 Interface to get changes in VMs and metrics 

This interface provides a group of APIs used by the Energy Policy Maker & Actuator to request updated 
information on the VMs deployment and KPIs, calculated by the ICT Performance and Energy Supervisor. 
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¶ Interface number: #05 

¶ Component A: Energy Policy Maker & Actuator 

¶ Component B: ICT Performance and Energy Supervisor 

As briefly defined in the previous paragraphs the ICT Performance and Energy Supervisor is the entity in the 
DOLFIN architecture that provide the physical interfacing to the underlined DCs infrastructure, perform 
metrics calculation and build other relevant information used during the energy optimization process. 

In this model the ICT Performance and Energy Supervisor is in charge to perform a lot of short-time 
consumed operation, in contrast with the operation performed by the Energy Policy Maker & Actuator. In 
this flow diagram we reuse the model of event-driven mechanism to trigger the activities of the Energy 
Policy Maker & Actuator only when changes are detected on objects explicitly required. 

 

Figure 3-6: Interface to get changes in VMs and metrics 
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3.2.1.6 Interface to perform actions on local cloud management platform 

This interface is used by the Energy Policy Maker & Actuator when there is a need to apply a set of actions 
on a local cloud management platform (such as OpenStack) as a result of the evaluation of an energy 
optimization process. 

¶ Interface number: #06 

¶ Component A: Energy Policy Maker & Actuator 

¶ Component B: DCO Hypervisor Manager 

The flow described in the below diagram represent the last stage in optimization process, where the 
calculation performed inside the Energy Policy Maker & Actuator are translated in a stream of operations 
that might request some actions on the VMs sub-system. 

Although many components are involved during this stage, a lot of complexity is confined inside of the 
Energy Policy Maker & Actuator, but this diagram has the primarily scope to highlight the interfaces needed 
to request action on the VMs sub-system via the DCO Hypervisor Manager. 

The detailed description of this process is reported in the section 3.3.2. 

 

Figure 3-7: Interface to perform actions on local cloud management platform 
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3.2.1.7 Interface to Smart Grids 

This interface provides the link between the Energy Policy Maker & Actuator and the Smart Grid Controller. 
Its main roles to enable information exchange regarding the status of the negotiations with the EPs and the 
general Smart Grid environment.  

¶ Interface number: #07 

¶ Component A: Energy Policy Maker & Actuator 

¶ Component B: Smart Grid Controller 

The 9ƴŜǊƎȅ tƻƭƛŎȅ aŀƪŜǊ ϧ !ŎǘǳŀǘƻǊ ǳǎŜǎ ǘƘŜ ƛƴŦƻǊƳŀǘƛƻƴ ǊŜǘǊƛŜǾŜŘ ōȅ ǘƘƛǎ ƛƴǘŜǊŦŀŎŜ ǘƻ άŀŘŀǇǘέ ǘƘŜ 
optimization process.  As explained in paragraph 3.3.2.2.4, the Policy Maker components should implement 
a pre-analysis based various inputs, including Smart Grids energy/price requests. 

 

Figure 3-8: Interface to Smart Grids 
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3.2.1.8 Interface for SLA renegotiation 

The Energy Policy Maker & Actuator uses this interface to request the customers that have agreed to a 
possible SLA reduction. The SLA Renegotiation Controller provides a list of possible candidates (VMs) that 
could be subject to lower performance SLAs as well as the maximum time duration for this performance 
reduction. 

¶ Interface number: #08 

¶ Component A: Energy Policy Maker & Actuator 

¶ Component B: SLA Renegotiation Controller 

 

Figure 3-9: Interface for SLA renegotiation 

3.2.1.9 Interface for cross-DC VM migration 

This interface allows for requesting and performing a cross-DC migration. The process is supported by the 
Cross-DC Workload Orchestrator which is in charge of negotiating with the federated DCs. 

¶ Interface number: #09 

¶ Component A: Energy Policy Maker & Actuator 

¶ Component B: Cross-DC Workload Orchestrator 
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Figure 3-10: Interface for cross-DC VM migration 

3.2.1.10 Interface to DOLFIN Info DB 

The DOLFIN Info DB provides global information on DC characteristics and components and provides also 
the API for logging the activities and actions performed by the DOLFIN modules. Moreover, the Info DB, 
stores the asset information for the federated DOLFIN-enabled DCs that might be involved during an 
optimization process. 

¶ Interface number: #10 

¶ Component A: Energy Policy Maker & Actuator 

¶ Component B: DOLFIN Info DB 

 

Figure 3-11: Interface to DOLFIN Info DB 
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3.3 LƴǘŜǊƴŀƭ ƳƻŘǳƭŜǎ ŘŜǎƛƎƴ 

In the following sections a detailed description of the internal design of each module is provided, in the 
context of WP3.Specifically, the present section elaborates on the detailed design of: 

¶ The ICT Performance and Energy Supervisor. 

¶ The Energy Policy Maker and Actuator. 

¶ The eCOP Database. 

¶ The design of the Water Cooling Server module also detailing the implementation of the prototype. 

Moreover, each section provides a detailed description of the functionalities performed by each 
component, along with the identification of the primary sub-elements within the component and their 
responsibilities and role in the optimization process. 

The design of the elements is accompanied by the definition of the APIs interaction between system 
elements, such as the APIs for accessing (monitor and control) of resources exposed by the legacy of the DC 
modules, the APIs to put and retrieve information from the ECOP DB, the API for accessing the functions 
provided by the SDC (Synergetic DC, described in the context of WP4) subsystem, etc. The complete list of 
APIs identified at the design stage are described and reported in the Annex of this document. 

3.3.1 ICT Performance and Energy Supervisor 

The main purpose of this component is to provide information on the actual performance of the 
applications (typically VMs) utilizing the resources of the DC along with information on the energy 
consumption of both ICT and non-ICT subsystems. Furthermore, it provides generic interfaces to allow the 
interaction with various, legacy DC sub-systems, bridging the gap between these entities and the eCOP DB. 
When needed, the ICT Performance and Energy Supervisor will implement advanced algorithms to produce 
relevant metrics and translate raw data into meaning full metrics useful to apply specific sets of energy 
efficiency strategies. The role of the ICT Performance and Energy Supervisor is summarized in the following 
key points: 

¶ It receives performance utilization data and energy consumption data collected by the DOLFIN 
DCO monitor/collector module. 

¶ It provides information on the actual performance of the applications (typically VMs) utilizing the 
resources of the DC IT and non-IT equipment along with information on the actual energy 
consumption of this equipment. 

¶ It analyses the utilization levels of each active DC physical server. 

Figure 3-12 presents a high level description of the internal structure of the ICT Performance and Energy 
Supervisor module. This schema will be detailed in the next paragraphs in order to clarify the functionalities 
of each depicted element. 
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Figure 3-12: ICT Performance and Energy Supervisor module 

3.3.1.1 Module detail description 

The basic objective of the ICT Performance and Energy Supervisor is to provide a set of functionalities 
aiming at extracting the DC metrics and status evaluation. 

It continuously receives updates about the status of each DC asset. This unorganized stream of data is 
provided by the DCO Monitor/Collector component via a dedicated communication interface. The ICT 
Performance and Energy Supervisor makes use of this incoming stream of data to continuously update its 
internal representation of the DC and, consequently, form an updated snapshot of the overall and detailed 
status of the DC assets. 

Each inbound data event is correlated to its physical DC entity, which is present within the DC Topology DB. 
Once the relationship of an event with its physical host has been sorted out, each data update event is 
persisted into the eCOP DB component, whose purpose is to persist the status of the DC assets and metrics 
in the course of time. 

The ICT Performance and Energy Supervisor makes use of the DC status to perform series of data 
aggregating procedures, leading to the generation of compound metrics, which are subject to optimization, 
and are detailed in deliverable D2.2 [1]. The optimization of these metrics, lying in the core of the DOLFIN 
project scope, is frequently recomputed in order to make sure that the DC operation is optimal from a 
resource utilisation perspective. 

Keeping in mind the discussion above, the ICT Performance and Energy Supervisor is envisioned to 
comprise the following sub-modules: 










































