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DOLFIN aims to significantly contribute towards improving the energy efficiency of Data Centres and the
stabilization of Smart Grids, across networks of Data Centres and Smart Grids, following a holistichapproa
DOLFIN architecturfl] presents a comprehensiveet of functionalcomponentsand interfaces that are
structured (and grouped) in two major swdystems, namely the Energy Consumption Optimisation
Platform (eCOP) and the energgnscious Synergetic DGSDC) These sulsystemstogether realise the
energy closed control loop envisaged by the project. Due to the strict relationships and dependencies of
interfaces, semantics and functionalitibetween eCOP and>&, the DOLFIN team has decided to carry out

a single joint desigtask of the two parts under the coordination of two differemtork packagdeaders

(WP3 and WP4), in order to keep high the consistency of the design choices for the different components,
simplify the subsequent development phase amginimize any risk of incompatibility or missing
specifications.

Though the design work has been jointly executed by WP3 and WP4 teams together, it has been
consolidated in two different specification documents, i.e. this D3.1 and Degldemroject plan However,

the two documents need to be considered asirdfied designdeliveryof the DOLFIN system to be jointly
read and analysed to derive a complaigecification of thddDOLFIN system.

This documenD3.1 focuses on thdetailed desigrspecification attaining the functionalities interfaces

and relations to the requirementsfthea 5 G / SYGNBE Sy SNHe& O2yadzeémii h2y
It is complemented byD4.1, which instead focuses oa { @ Y SNBSGAO 5FGF [/ SyiNBa
functions interfacesand links with requirementsCommon desigmrtefacts (consolidated architecture,
overall design approach to interfaces and APIs, overall DOLFIN platform control flow, energy models for DC
software platform) pertaining to both WP3 and WP4 wosgke presented in bothdeliverables D3.1 and

D4.1, but with additional considerations that specifically highlight the rationale for the choice in the
framework of a specifieVP.

This document first presents the OLFINarchitecture(Sectionl) as has been updated during the last few
months during which the detailed architecture design processes were active. @heference to the
energy models that will be used in the deduction procedures related to determine real time DCistatus
eCOP, followed by common WP3NP4 part referring tanterface desigriechnologies is given i@hapter2.

Section3 detailsthe internal design of eaceCORnodule and specificallthe ICT Pdormance and Energy
Supervisor Energy Efficiency Policy Maker aAdtuator, and the water cooling systemin general,this
document explores and expands the results pfevious high level architecture desigteliverables
produced inDOLFIN (i.e>2.2[1]), and further refines DOLFIN platform requiremeitsparticular section
3isstructured infour maindesign partfocusing on the core eCOP functional elements

1 ICT Performance and Energy Supervisnodule This component has the main responsibility to
interact with underlying legacy DC subsystems and collect relevant information to evaluate metrics
and KPIs. The module implements mechanisms to efficiently retrieve the data from various sub
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systemsand distribute such information to appropriate consumers. Moreover, the ICT Performance
and Energy Supervisor implements specific techniques for data analysis and their representation, that
will be useful from other eCOP module for their optimization aiiis.

1 EnergyEfficiencyPolicy Maker and ActuatarThis componentmplements much of the intelligence
needed for the application of the optimization policies proposed in DOUFIBI responsible for the
application of the energy optimization proceduressed on particular predefined criteria and
conditioned by the inputs (requests) provided by other DOLFIN components, for example requests
from the Smart Grids environment, from federated DCs, etc. The Energy Policy Maker and Actuator is
structured in a grap of specialized entities, each of which has the responsibility of a part of the
optimization process.

1 eCOPMonitor Database this logical modulegroups all the elements involved in the storage
functionalities for measures, KPIs, DC assessment and seittisThe eCOP Database not only
implements pure database functions, but introduces specialized modules to efficiently interact with
that data store and produce a time series aggregation.

1 Cooling SubsysteniThis is a ater cooling servemodule In the corext of D3.1 the detailed design
of the HW modules specifiedand details for the implementation of the prototy@ee provided

The detailed specification of API interfaces exposed by the various eCOP components is provided in Annex
1 and is intended tde the base reference for DOLFIN developers in their implementation work.

Sectiond concludesthe document deriving hints for future development work.
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This delerable provides a detailed description of the design aspects of the DOLFIN Energy Consumption
Optimization Platform (eCOP). Entities detailed in this document are intended to be developed from
scratch, and are an integral part of the DOLFIN platform tieguirom the integration of eCOP and SDC.

Thenext section 8.1A & | NBLISGAGA2Y 2F (G4KS 5h[CLb RSftAGBSNI O
F NOKAGSOGdzNBeé ® LG Aa LINEOARSR K $SNdverable. MoRdRed, Nde (i 2 S
deliverable is closely related to deliverabld®mSynergetic Data Centres for energy efficiency (Desigh)

Cross reading may be required in some cases in order to better understasettvo deliverables.

1.15h[ G GSY Bo2SOUAODS

DOLFIN is designed to be integrated within the existing DC's infrastructure and for this reason the new
developed componentsaninterface with the legacy DC's infrastructure, through appropriate adapiers.

fully understand the logic that was applieakr DOLFINplatform design, it is important to bring attention to

the fundamental aspects of the project, namely the need to build a new tool that is able to optimize and
make efficient consumption of energy resources within the Data Center.
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energy usage ahe DCand react accordingly for efficient energy management. The design of the DOLFIN
DC framework would explicitly accommodate energy management and it is aimed at:

1 Improving capital and operational efficiencies for DC operators through the use of a common
organization, automation, and operations of all energy functions across the different domains

1 Migrating from an ecosystem of separate energy management functions towards a coordinated
arrangement of energy management functions as representédgorel-1:

The DOLFIN system is an ecosystem of collaborBt®® DOLFIN considers a number@Es each one

having its own DC customers and links with the energy network, as shokigurel-2. From the energy

network perspective, DOLFIN considers both traditionargy Providers and Smart Grid Networks in a
Smart City scenario LJ- N1a 2F (GKS RSaA3dy FOGAGAGASEAE | RRNBaa
/| SYyadNBa F2N Sy S NHEMore&d, TDOUOR ®nsideds thate&ch DA yiay échieve further
internal energy efficiency, by recycling and reusing the warm water that is used for cooling the ICT
equipment for warming the DC offices (e.g. with an under floor warming system). We consider the DOLFIN
Systemas a complete ecosystem that has a group of customers and an interaction with the energy network.
These are not directly connected with a specific DC but use the DOLFIN system as a Virtual Data Centre. The
main objective of the DOLFIN solution is to rezltlbe energy consumption of the elements within the
DOLFIN ecosystem as a whole (especially the consumed brown energy) and stabilize the smart grid
electricity network, wherever needed, without breaking the agreed SLAs with the end users (or
renegotiatingthe SLAs based on signed contracts).

el e ] e
\ / @&

DOLFIN DC1
Ecosystem
ﬁ

{}
o o

Figurel-2: DOLFIN Interworking D&sHigh Level Architecture

/

The DOLFIN functional architecture of each individual DC is defined in terms of new DC functional blocks,
revised DC functional blocks, and the interworking interfaces needed to realise different energy closed
control loops and their interactions with the normal operation of the DC. The functional architecture is
depicted in theFigurel-3.

The DOLFIN architecturedsnsolidated around twgpecialized sulsystems namely

1 TheEnergy Consumption Optimisation Platform (eCO&3veloped in WP3 whichrepresents the
core platform in DOLFIN, where are performed the relevant actions to geaaad optimize the
energy consumption at Data Centre level, through the application of energy benchmarking,

DOLFIN_D3.1_NXW -EFL50430.docx Paged of 117
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dynamic control, and adaptive optimisation thfe DCinfrastructure. MoreovereCOP includes a
subsets of modules that allow continuous monitoriafDC resources (for both ICT and AQT
entities) and provide specific functionalities for metrics calculation and data collection and storage.

I Theenergyconscious SynergetibCs(SDC)developedin WP4, which provides a dynamic, service
effective and aergy-efficient allocation of demands, across a distributed network ebperating
DCs. In additionthe SDC provides the control modules for the integration with the Smart Grid
environment and that are responsible for the energy stabilisation throughritezconnection with
the smart grid network, providing responses on the changing demands for energy.

SynergetidataCentres (SDC)

Energy Consumption Energy

Optimisation Platform €COIfp Broker
ICTDC Norn-ICT DC
Infrastructure Infrastructure

Figurel-3: DOLFIN Functional Architecture

it

SMART
GRID

The overall description of DOLFIN architectuise depictedin Figure 1-4, which reports a schematic
representation of componentd)ighlights themain relations/interactions between subsystem and external
entities (such as the Energy Brokethge modulespositionwithin the DOLFINrchitecure andfinally how
the DOLFIN are globally integrated in the normal DC environment.
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Figurel-4: Overall DOLFIN architecture
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The modules identified in the architecturare listed in two groups that identifthe elements specially
developed in the context of DOLFIN and those that represent a typical asset in a standard DC environment,
but request some adaptation to be used in DOLFIN.

1.1.1 New DC functionality offered by DOLFIN specific components

This section desibes a list of components that have been introduced by DOLFIN in the DC environment
and provide the following functionality:

1 eCOP Monitor Data Basét has the sole purpose of storing all rémhe and historical energy
related data collected from DCs. ighnformation is used for energy efficiency decisions and VM
load predictions, along with data from all the components within a DC architecture.

1 ICT Performance & Energy Supervisibrfocuses on the analysis of performance monitoring data
and energy data The objective of this component is to provide information on the actual
performance of the applications (typically VMs) utilizing the resources of the DC devices and the
energy consumed by the nd@T components.

1 Energy Efficiency Policy Maker &ctuator: thisis the most intelligent part of the eCOP that makes
the decisions realizing the requested policy of the DC. Folloasgral optimizationapproachin
the context of DOLFIN: i { SNISNBQ NI O] tS@Stx G 5/ LFNS3IYSY
level, this component realizes thefBst levelsof the energy optimization, achieving optimization at
DC level. Moreover, it aims at initiating a stream of control commands, which can be translated into
actual actions by other DOLFIN subsystemsiwahDC.

1 CrossDC Monitoring Data Collectorit collects knowledge not only from the SynergefC
resources, but also from the network routers and in general from the network resources point of
view.

1 CrossDC Workload Orchestratoiit is adistributed sofware element that gets the SDC decisions
and does most of the different types of resource optimisation including energy optimisation and
management of their tradeffs in a cross DC optimization scenario.

T CrossDC VM Managerit realises a DC Interconne¢DCl) interface and performs the actual
migration of VMs cross DCs.

i DOLFIN Information Data Basét offers an abstracted and logicallgntralised information
manipulation (including information collection, aggregation/processing, storage / indexing and
distribution) across all DOLFIN architectural components. It includes information on the local
energy requirements e.g. Demand/Response requests from the local Smart Grid operator

1 SLA Renegotiation Controlleit will take into account the existing apprdass in modelling SLA
criteria (e.g. the overall cost of an offered service) and augment these approaches with the use of
energy related criteria. This module will also handle the negotiation process between the DC and
the endusers.

1.1.2 Revised DC functionajitoffered by components modified by DOLFIN

This section describes a list of components that already exists in a DC environment and they are revised in
order to provide the following DOLFIN specific functionality:

1 DCO Hypervisor Manageit is an adaptatia layer that maps the higtevel decisions taken by the
DOLFIN system into lelevel technologydependent commands that control the DC ICT

DOLFIN_D3.1_NXW -EFL50430.docx Pagellof 117
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infrastructure. The DCO Hypervisor Manager analyses the new DCs ICT hardware including DCs
configuration and statudt is responsible for managing new ICT hardware and VMs configuration.

In addition, it is also responsible for the translation of new hardware configurations to dedicated
commands to manage the specific virtualization hypervisor and the execution of coasntan
provide a new DCs hardware configuration.

1 DCO Appliance Managethe counterpart of the DCO Hypervisor Manager, on the-l@h DC
infrastructure. The DCO Appliance Manager adapts and guarantees the execution of strategies
elaborated by DOLFIN expesystem on the nodACT infrastructure by translating high level
commands into lowevel technologyagnostic actions.

T DCO Monitor/Collectorit is to interface with both the ICT and the nt®@T DC infrastructure and
collect all operational and energy relatedormation to be stored in the eCOP Data Base.

1 Customer profile managementit provides the information for describing the requirements that
need to be satisfied for service provision to the end customers. The Customer profile is strictly
related to theservice agreement contracted between customer and DC owner and directly affects
the actions may be activate on the user resources.

129y SNHe az2zRSta F2NI 5/ {2FGdg6l NB tf

The energy models that will be used by the various components of the eCOP are cémmoumhout the
gK2fS 5h[CLb {2FGgFrNB tfFiF2NY IyR | NherdaidIDatdy G SR
/ SYiNBa T2N Sy S NHR®thiSdelFekabld, Yy Widfly sumrBadize Ty préposed KPIS for
energy consumption since thesevainfluenced the specification of eCOP APIs and database contents. The
rest of the discussion on energy models and results is omitted in in this deliverable for the sake of clarity
and brevity.

1.2.1 Proposed KPIs for Energy Consumption

The KPIs use the energynsumers plus various coefficients that can be adapted to the hardware used, i.e.,
whether server processors, network cards and memories are energy efficient or not, or whether they
support the multiple states.

Some of the proposed KPI functions in DOIL&FE:

Physical Server Energy Consumption a + b * server processing load
+ ¢ * server memory utilization
+ d * server network traffic

" R i L = —
ATLHTRERT CHTARST 11T 1 %E X ﬂo::':!:; 'Tlu T ; fj’- N

VM Energy Consumption= b * VM processing Load
+ ¢ * VM memory consumption
+d * VM network traffic

DOLFIN_D3.1_NXW -EFL50430.docx Pagel2of 117
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ATTHTWHHD | CHACTHTARS T 11

Application Energy Consumptior= b * Application processing load
+ ¢ * Application memory consumption
+d * Application network traffic

The coefficients used in the above KPIs are highlighted here. They represent multipliers of various
consumptions. In the following a, b, c, d are hardware related.

! a=baseline energy consumption (consumption of server with Oalimachines).
1 b = energy consumption per percentage of CPU load

1 ¢ =consumption per byte of memory used

1 d=consumption per byte communicated

When using the KPIs to determine energy usage, we expect to adjust the values to the underlying real
hardware.

Many more KPIs can be derived for these resources, and we expect to see more over time as more
knowledge is acquired w.r.t modelling of virtual resource energy consumption.
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This sectiorfocuses on th adaptation ofREST as a communication mechanism for the request / response
interactions between the components of DOLFIN in the eCOP ante®CWe have investafed the use

of RESTTI APIs, and have determined that REp&dvides flexibility with regrd to languagesnd tools that
shouldbe exploited during the design of the componénterfaces.

The types of interaction we envisage are:

1 eCOR A eCOP components

1 eCORA SDC components

1 SDG& SDC components

1 eCORA A Smart Grid Controller
q Inter domain SD€ommunication

The followingdesign assumptionseed to be highlighted:

i) The RESTful approach is an instance of the regespbnse (FQ) model of communication, and as
such is only suitable for interactions that fit theQRmodel.

i) The RESTful approach lightweight, allonving looselycoupled interactions, and is used for many
servicebased architectures where it is the most commonly used method, by a considerable margin.

i) The adaptation ofa RESTful approach fewery componentinteraction in a distributed network
environment is infeasiblee.g. monitoring may use some reihe distribution framework.

Furthermore, REST is not a reddygo solution, it is a model of interaction. Consequently, each of the
system elementsnust be carefully designed

2.1.1 REST{ulAPIs

Currently the use of RESTful APIs is being considered as thefsthgeart approach for many serviee
oriented platforms Although, the first wekservice APIs such as XIRBPC and SOAP used a remote

! Since DOLFIN aims to be presented as an integrated softwatferpt offering distributed cloud services among
cooperating DCs, the interface design principle and approach have been intentionally kept common both for eCOP
and SDC.
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procedure call (RPC) mechanism using XML over KHEBR,have been oveshadowed by the RESTful style
of interaction.

RES#Htyle architecturesompriseclients and servers. Clients initiate requests to servers; servers process
requests and return appropriate responses. Requests and responses are lwiftdathe transfer of
representations of resources. A resource can be essentially any coherent and meaningful concept that may
be addressed. A representation of a resource is typically some encoded data that captures the current state
of a resource.

RESTl architectures allow

Scalability of component interactions

Generality of interfaces

Independent deployment of components

Intermediary components to reduce latency, enforce security and encapsulate legacy systems

The RESTarchitectural style simplifies the component implementation, reduces the complexity of
connector semantics, improves the effectiveness of performance tuning, and increases the scalability of
pure server components. Layered system constraints allow intermediapesxies, gateways, and
firewallst to be introduced at various points in the communication without changing the interfaces
between components, thus allowing them to assist in communication translation or improve performance
via largescale, shared caching. REST enables intermediategsing by constraining messages to be self
descriptive: interaction is stateless between requests, standard methods and media types are used to
indicate semantics and exchange information, and responses explicitly indicate cacheability.

= =4 =4 =

The major advanige of REST is that it is identical to that of the Wby client can talk to any server
regardless of the technologies used underneath to handle the requests and the responses governing the
communication between the clients and the servdfsr more infomation, analysis and comparison with
other available HTTP technologies for web seryidhe interested user is requested to skip through
referenceq2], [3], [4], [5], [6] and[7].

The REST design principles well align with the eCOP interface design needs and represent the more
convincing choice in terms of impact, portability and adaptation taisting legacy contexts.

2.1.2 Publish Subscribenechanisms

In contrast to the RESTful approaches, where synchronous messaging is achieved (a client must always
initiate the communication process with a servethe publish/subscribe (pubsub) modallows for
asynchronous communication between server and interested client entities through notification events.
¢KS OfASY(d FLILXAOFGA2YyE 2N dadzoa ONROSNEE SELINBAA
FLILIX AOF GA2ya 2NJ & LJzo ftd thek deiing whichiNi® &¥ailable only yioF utkdrized A 2 v
subscribers. The communication between clients and servers is achieved via a mediation service, which
receives publication requests, broadcasts event notifications to subscribers, and enables priiittiesl

to manage lists of authorized participants. The main characteristics of the pubsub model are the following

[8]:

1 anonymity:the server applications or publishers of information are required to publish messages
without explicitly specifying recipients or having knowledge of intended recipients. Similarly, the
client applications or subscribers must receive only those messages which they have interest in.

1 time decoupling:communication between servers and clients is asyonous, so that they do not
need to be active simultaneously
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1 flow decoupling:Publishers and subscribers are not blocked during the production or consumption
2F Yy2U0AFAOIGA2Yy S@SyGao 'a S@SydaQ LINRRAZOGAZY
control of the publishers and subscribers, communication can be asynchronous.

Individual pointto-point and synchronous communication architectures pose scalability challenges, leading
to rigid and static applications. On the contrary, pubsub has thewallp benefits over alternative
architectures, as underscored by Gooffland Oracld10]:

9 Itis architecturally flexible: numeroysublishers andgubscribers may be added in order to expand
the messaing capabilities of aertaininterconnected system

1 Itis easily configurable: they can be easily configured to support different subscription models.
1 It requires very minimum resources while exhibiting superb performance and scalability.

Commonly used phsub/message queuing software bundles include RabbifM@ MQTT12] and Apache
Kafka[13]. Interestingly, many of tod&ya & 0 | GtPlatlrins witlk SCloud\danagemeperspective,
includingOpenStack14], which acts as the base Cloud management platform to be used in the context of
DOLFIN

The pubsub and distributed message queue systems available in state of the(eag. RabbitMQ)
represen a valuable background to be rased for the implementation of similar mechanisms in the
eCOP modules, focusing DOFLIN developments on the customization of the message semantics more
than on the implementation of the transport baclends.

2.2 1 LILIX A OIgohA tCAL(be

In need fora largevariety of appropriateinformation exchangenechanismsthe DOLFINsoftware Platform
specification has determined that both synchronous and asynchronous approaches are required in order to
guarantee proper systemic operation.

Srecifically, as will be detailed in the next sections, the ICT Performance and Energy Supervisor Core
component (documented in paragrafh3.1.2.) features a publistsubscribe server that will allow for the

rest of the eCOReg. the Optimizer of the Energy Efficiency Policy Maker and Actuator presented in
3.3.2.2.5 and SDQe.g. the SLA Renegotiation Manager detailed in Ddob)ponentsto subscribe for
streams of eventand get instantaneous updes$ on the status of the DC, without having to continuously

poll for information.

On the other side, RESTful APIs are exposed by all compondd@L&INn order to enable synchronous
cooperation among them.

In Figure2-1 we depct the scope of REST within DOLFIN. We see the main interactions, whereby some
components have their own private communication with the entities being managed, e.g. with the
monitoring backend. Components that are themselves distributed systems, yetithrene component,

may have their own internal communication approach.
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Figure2-1: REST use in DOLFIN

235h[ CLb /2y(iNRf Ct264

Complete DOLFIN control flows involve all components featured by the generaND@tffitecture. Hence,

a broad view of the system architecture is necessary in order to present them and their presentation
should refer to both eCOP and Synergetic DC (SDC) components. Based on this remark, several indicative
control flows are presentedyi RSt A PSNI 6fS 5nodm SyidiAaAidt SR a{@ySNHS
65SaA3dy0é Ay GKS F2N¥ 2F O2yaz2tARIFIGSR O2ydNBf ¥
presentation in this deliverable is, therefore, omitted for reasons of brevitycauity.
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The eCOP ite core optimizationgroup of components that grants a DOLfiNbled DC with advanced
monitoring, selfevaluation and selbptimisation capabilities. The @ pillars of eCOP functionality are
summarized as follows

1. Interfaces legacyheterogeneousDC suksystens (including cloud management platforms and
building management system platformgia specific adapters to collect albcessaryinformation
for the optimizationprocess

2. Providesanengine able to process raw data and calculate appropriate metrics asdh&Pwill be
usedthroughout thewhole the optimization processThis engine resides ime ICT Performance
and Energy Supervisorodule

3. Storesraw data, measures and calculated metrics into the eCORabBdBorovidesalso efficientand
abstracted interfaces tsupportDB operations.

4. Sesthe Energy efficiency Policy Maker & Actuatoodule into actiorto perform the optimization
lying in the core ofie DOLFIN project scope. The module activatiobaised on predefined
criteria and aggregatedinformation from other modules (e.g. ICT Performance and Energy
Supervisor, Smart Grid Controller, Cr@XS orchestrator, etc.).

The table below providean ovewriew of the functiongperformed byeachcomposingmodule of eCOP and
the dependencies with other modules in the DOLFIN architecture.

Table3-1: Overall modules functions

Module Function Modulesdependency

ICTPerformance and | Collects ICT devices (hosts and V
Energy Supervisor | performance information (i.e. CPU loads, storg DCO Monitor/Collector
usage, network link utilization)

Collects norCTfacility energy consumption (i.€
collectsmeasuresof power (W) and current (A] DCO Appliance/BMS
utilized by the facilities)

Interacts with legacy VMs manager to coll¢
information on VMs deployment and retrievir|
in near realtime the variation of the VMs assel

DCO Hpervisor
Manager
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(e.g. after a consolidation or migration)

Implements a script based engine to build a
calculatemeaningful KPl®ased on the variou
collected values

Interacts with eCOMMonitor Database to (1)
store calculated KBI(2) retrieve data needed fq
internal calculation algorthms. Moreover, it| eCORMonitor Datebase
provides adapters for efficiently storing raw dg
from legacy DC subystems

Provides interfaces to retrieve KPIs and ot
relevant data for the Energ¥ficiency Policy
Maker & Actuator.

Provides a list oflassified servers based on th¢ Energy efficiency Policy

energy efficiency and DC layout Maker & Actuator
Provides the energy consumption of each serv

Energy efficiency Implements optimization rules based on Sma

Policy Maker & Grid contoller input. Two primal optimization

Actuator approaches are followed (1) based on th¢ Smart Grid Controller

energy consumption requests, (2) based on
energy price.

Interfacesthe SLA Renegotiation Controllesith
respect torequests for SLA reduction on sjiec
VMs.

Requestsfor crossDC VM migration actions| CrossDCWorkload
based on the results of internal policy evaluatiq Orchestrator

SLA Renegotiation
Controller

Interacts with legacy DQloud managemen
system to perform VM-oriented actions on
local(within DClevel

Provides a policy engine coordinahg the actions
needed to be performed in order to achieve
energyoptimization

eCOP Monitor Data | Provides generic interfaces used by oth
Base modules to query and put datato the database

DCO Hypervisor
Manager

Implementsthe data model needed to store th
raw data, KPIs and aggregated data

Implements an engine to build and sto
aggregated data streams (i.e. calculates aver
values with different resolution)

Due to the complex nater of the DC architecture and the optimization approach introduced by DOLFIN,
the definition of a generaarchitectural desigrmodel is required irthe context ofwhich specific data
manipulationand reactionsteps need to identifed, in order to come up viih an autonomous system
exhibiting optimisation capabilities withespect tothe minimisation ofboth energy and computational
resources. In particular, the following stepave beendentified and are beingmodelledin the contexta
generalcontrol framework:

i Data collection
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Monitor
Analysis
Planning
Actuation

These stepamplement a typical control modeknown as control loop. The latter identifies a basic
mechanismaccordingto which any action applied to the system produces a reaction, evaluated irstefm

state changes of the monitored objectghat produce new data to be processdd such a control looghe
presence of a analysis and planninglane is evidently essential. Thiplane apart from the definition of

actions to be implementeds responible for the mitigation othe potential effects of oscillatory instability
produced by the reactiomechanismsAs reported in subsequent paragraphs, a big part of the analysis and
planning plane of the control loop is covered by the functions implemeitgedhe Energy Efficiency &

Policy Maker components. The other system components, such as the ICT Performance and Energy
Supervisor, close the loop, supportitige requirements for data collection and data maieocessing.

=A =4 =4 =

In the following paragraphs a functional decompoigsion of each DOLFIN componeimt the Energy
Consumption Optimization Platforis attempted. Moreover, specifidata flow modet are introduced to
assistthe depiction of therelationshig amonginterfacingmodulesand subsystems

3.1.1 eCOP afaitecture decomposition

As described in the previous sections, the eCOP subsystmésured inthree major macro components.
During thedesign process, these primarily modules are decomposed in specialized entities that are detailed
in the subsequentexctions. A brief overview is reported below:

1 The ICT Performance and Energy Superyigte objective this component is to provide analysis
and monitor functions, getting information on the actual performance of the applications
(typically VMs) utilizinghte resources of the DC devices and the energy consumed by thECiion
facilities.The ICT Performance and Energy Supervisor is structured in :

3 ICT Performance and Energy Supervisor camordinates the communications between the
other submodules and expses multiple interfaces used by other highevel DOLFIN
components such as the Energy Policy Maker & Actuator. The module works as stateful data
hub, continuously interfacing with a low number of other actors, and making low utilization of
computationalpower.

3 Metrics Engine;produces updated metric values which are then made available to the ICT
Performance and Energy Supervisor core-soimponent and, finally, to the other DOLFIN
modules. It is designed to run @lemand and deals with large sets of datmmputes the
metrics in one run, processing big amounts of data

3 DCO Hypervisor Brokeepllects data coming from the DCO Hypervisor manager, pertaining also
to the status of managed DC Hypervisors and hosted applications (VMSs).

3 DCO Monitor/Collector Brker; collects data coming from the DCO Monitor / Collector
component. This stream of data contains updates about the status of hardware DC resources
such as physical hosts, PDUs, ICT appliances, etc.

3 DCO Appliance Brokedeals with data related to noiCTresources that are part of the DC,
such as HVAC systems, ancillary and -cmmelated energy consumption, temperature,
computer room conditions, etc.
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3 ICT Topology Graph Databassgntains an updated version of the data describing the physical
distributionand topology of the DC assets.

1 The Energy efficiency Policy Maker & Actuatds the part of the eCORhere are takenthe
decisionsand performed actions for the energy optimization, based on jtefined criteria and
the input by other DOLFIN modules (suas the Smart Grid Controller). The elements in the
Energy efficiency Policy Maker & Actuator are:

3 VM Priority Classifieris a component assessing the priority of VM streams based on their time
criticality, their resource consumption and the SLA of tlusta@mers or other entities (e.qg.
cooperating DC).

3 Prediction Engineprovides forecasts regarding the load expected in the near future, based on
the status of both the sole DC or as a part of a federated set of D@bBled DCs. The results
of predictionprocess are sent and used by the modules involved in the optimization phase.

3 Policy Repositorymaintains information regarding all possible policies available to conduct the
operation efficiency resource management, such as the energy policy used ihtegathe
eCOP functions and the policy agreements for federated DCs.

3 Policy Maker is the key component of the Energy Policy Maker and Actuator subsystem and is
responsible for scheduling the activation of the policy enforcement, on the basis of the DC
status and the information provided by other modules. This module is responsible for the
efficient resource management and the acceptance or rejection of incoming recpitelstsalor
synergetic DCs level.

3 Optimizer, the role of the Optimizer is to optimizthe allocation of existing and accepted load
to the DC physical resources, while adjusting to the operation imposed by the selected policy,
also taking into account the forecast of the Prediction Engine on the near future load and/or
other information sub as the Smart Grid status by the Smart Grid Controller.

3 Policy Actuatoris responsible for the implementation of the actions identified by the Optimizer
and translates the optimizer plan into commands to the DCO Hypervisor Manager and/or the
DCO AppliareManager.

1 The eCOP Monitor Data Basprovides the groups of functionalities and entities for storing the
reakl AYS YR KAAG2NAOFf SySNHe NBtFGISR RIFIGlI O2f
to all DOLFIN entities to perform their specifiperations, for example are used by the Energy
efficiency Policy Maker & Actuator to perform the prediction and optimization analysis for the
efficient allocation of VMs.The e©P Monitor Database consists of two active internal
components:

3 eCOP Databaseonsisting the basic persistence layer of the eCOP Monitor Database.

3 StorageBroker, wrapthe storage layer with a comprehensive RESTful API, providing access to
and from other DOLFIN entities.
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Focusing orthe eCOP DOLFIN sapstem the interactionsand interfacesof the constituentmodules are
summarized irFigure3-1. Each interface defineshist (nodule that exposes an interfagand a consumer
(module that consumes an interfacef specifics APIs

Smart Grid SLA Renegotiation Cross-DC OTH E RS DO LFI N
Controller Controller Orchestrator CO M PO N ETS

DOLFIN Info DB

Layer1:

take decisions
through policies
™ and semantically
evaluate the
measures

Layer 2:
perform data
retrieving, pre-

processing,
metrics/KPls
calculation

LEGACY DC SUB-

Cross DC .
VM SO bea DCO Appliance/BMS SYSTEMS

Manager monitor/collector
Manager

(mediated by
proper adapters)

Figure3-1: Overview of the interactions of the eCOP DOLFIN subsystem
The table below providean overviewof each interfacedescribingts host andconsumer.

Table3-2: WP3 modules interfaces

IF. # | Host Consumer Description
1 DCO Hypervisor ICT Performance & Energy Get VMs info and deployment structure
Manager Supervisor (how the VMs are allocated)
2 DCO ICT Performance & Energy Get ICT ad nonlCT info (performance,
Monitor/Collector Supervisor energy consumptiorgtc.)
3 DCO Appliance/DMY ICT Performance & Energy Get nonrICT info and performs controls
Supervisor
4 eCOP DB ICT Performance & Energy Query interface to INSERT and RETRIEV
Supervisor data
5 ICT Perfomance & | Energy Policy Maker & Interface to access tperformancéenergy
Energy Supervisor | Actuator data/metrics and topology description
6 DCO Hypervisor Energy Policy Maker ¢ Interface to command action on VM sub
Manager Actuator system (i.e. VM migrain)
7 Smart Grid Energy Policy Maker ¢ Interface to GET the negotiated energy
Controller Actuator strategies

8 SLA Renegotiation | Energy Policy Maker ¢ Interface to negotiate SLA reduction
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Controller Actuator
9 CrossDC Energy Policy Maker ( Interface to query cross DC migration
Orchestrator Actuator

10 | DOLFIN Info DB Energy Policy Maker ({ Retrieve the static DC structure
Actuator Logging EPM&A actions

As can be observed Bhable3-2, each module isesponsible foithe implementation of certain functions
These functionsvill be exposed to theservices outside CORhrough appropriate APIdt should be noted
that Table 3-2 does not provide an exhaustive presentation of the APIs but, rather overvibess t
interactions between the respective moduldde attemptedoverview allowgo:

1 Model the data and contrdlows, followingthe interactionsbetween modules.

9 Highlight critical issues that should be addressed duringriteraction For examle whether the
data flow should be synchronous iowvolve somesort of acknowledgment.

9 Visualize which component®OLFINomponentsor externalcomponentse.g. from the legacy DC)
- are involved in thevariouscommunicationprocesses

9 Offer anoutline of each compnent operation,to proceedto the internal component design, with
the detailed definition othe communication APIs.

3.2.1 Controls and data flows

The current section provides an abstract representation of the communication processes between various
eCOPRrelated DOLFIN components, through the schematization of the controls and data flows with the
supports of sequence diagrams. These diagrams refer to the interfaces depiétigaiia3-1 and tabulated

in Table3-2. For each interface a brief descriptiaa provided elaborating onthe host and consumer
component’. Moreover, the sequenceare used to provide an immediate characterization of the nature of
the interfaces anaf the communication mdel that is expected to be adopted. For example

1 Some interfaces require a model based on SUBSCRIBE/NOTIFY approach. In ihis egsected
G2 ARSYGATe F+y 1tL FtofS G2 o6mM0 &dzZlR2 NI GKS
asynchronous evds publication

9 Other interfaces should be able to support synchronous and reliable communication, to ensure the
correctnesof the exchangd information between the involved entities

These interfaces provide a high level and basic abstraction of the tA&t will be subsequentlgiefinedin
the dedicated modules' desigraragraphs

% For brevity and accuracy reasons, and due to the fact that in many cases thednester hierarchy is vague, an
FftGSNYFGAGBS y2ilGA2y Aa dzaSR Ay (GKS F2tt2¢Ay3az yyz2il
explicitly avoiding to use the terminology host and consumer.
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3.2.1.1 Interface to handle VM deployment (topology) info

Thisinterface provides the function to handle the information regarding the deployment of VMs within the
DC. The DCO Hyp&or Manager provides an evebhased inerface that will triggerevents upon some
changes in the VM structure.

{1 Interface number: #01
 Component A: ICT Performance and Energy Supervisor

f Component B: DCO Hypervisor Manager

In this context is assumed initisieps where the ICT Performance and Energy Supervisor make a binding to
the events provider. The subscription step is not a strictly required in a real implementation (for example
might be introduce some mechanism to mutual subscribe the two componentshdmithe meaning of
define a communication model where we need a clear identification of the producer and consumer.

In the paragraph3.3.1.2.3 we introduce the design model used to manage such edenen
communication

ICT Performance DCO Hypervisor
and Energy Supervisor Manager

SUBSCRIBE to event's notification o
Lt

, _ SUBSCRIBE result (200 OK)

« ‘

" NOTIFY initial status
-

loop [wait for topology changes]

Waits for changes in the Vs topology
(within the DC) for example due to

a migration action

NOTIFY event

&

NOTIFY result (200 OK)

UNREGISTER J |
L

4 UNREGISTER result (200 OK)
-

ICT Performance DCO Hypervisor
and Energy Supervisor Manager

www.webseguencediagrams.com

Figure3-2: Interface to handle VM deployment (topology) info
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3.2.1.2 Interface to handle ICT device performance data stream

This interface provides the function to handle the ICT device performanca dé&ream. The DCO
Monitor/Collector provides an everiased interface that will trigger new events on changes.

{1 Interface number: #02
 Component A: ICT Performance and Energy Supervisor
1 Component B: DCO Monitor/Collector

The role of DCO Monitor/Collectortis export information regarding the status of hardware DC resources
such as physical hosts, PDUs, ICT appliances, etc. The flow diagram is similar to what defined in the previous
one but uses specific APIs due to the different nature of monitored objects.

A detaibd description of the model and internal entities involved in the communication are reported in
paragraph3.3.1.2.3

ICT Performance DCO
and Energy Supervisor Monitor/Collector

SUBSCRIEBE to event's notification o
Lt

LMNOTIFY initial ICT devices status
-

loop [wait for device changes]

For each ICT device:
- host, VM system loads
- volume and per-VM storage usage

- host and VM network link load

NOTIFY event

ICT Performance DCO
and Energy Supervisor Monitor/Collector

www.websegquencediagrams.com

Figure3-3: Interface to handle ICT device perfoance data stream

DOLFIN_D3.1_NXW -EFL50430.docx Page250f 117



FP7ZICTF609140¢ DOLFIN d~LE
D3.1:Data Centre engy consumptia optimization platform (eCOP) Design N

3.2.1.3 Interface to handle consumption on rt@T facilities

This interface provides the function to handle the consumption on #GA facilities. The DCO
Appliance/BMS provides an evelnased interface that will trigger new events on changes.

{1 Interface number: #G
 Component A: ICT Performance and Energy Supervisor
Component BDCO Appliance/BMS

The flow diagram reports an evedtiven interaction between the ICT Performance and Energy Supervisor
and dedicated appliance that are supposed to bespnt inside the DC infrastructure and that are able to
handle nonICT facilities, such as HVAC systems, ancillary anecammiated energy consumption,
temperature, computer room conditions, etc.

Interfacing with DCO Appliance/BMS, the ICT PerformandeEmergy Supervisor will be able to collect
extra information that (before the introduction of the DOLFIN approach) were commonly considered
unrelated from other consumption resources. Instead DOLFIN try to correlate the status and consumption
from nontICT facilities with other one (for example the whole energy consumed in a rack space or a physical
HW, etc.) and use the results of that correlation during the optimization process.

As explained in the preview paragraphs, a dethdescription of the commuination model is reported in
3.3.1.2.3

ICT Performance DCO
and Energy Supervisor Appliance/BMS

SUBSCRIBE to event's notification
L
_SUBSCRIBE result (200 OK)

+
P NOTIFY initial status ‘
- |
loop [wait for energy consumption changes]
I,
Waits for a changes in energy consumption for
non-ICT facilities (within the DC)
Quantites of interest:
- Power (W)
- Current (A)
P NOTIFY event
el
NOTIFY result (2000K)
UNREGISTER _| |
Ll
‘__y_NREGISTER result (200 OK)
ICT Performance DCO
and Energy Supervisor Appliance/BMS

www.webseguencediagrams.com

Figure3-4: Interface to handle consumption on nciCT facilities
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3.2.1.4 Interface to eCOP DB

This interface providgthe function toSET anRETRIEVE datasets from the e COP B

{1 Interface number: #@
 Component A: ICT Performance and Energy Supervisor
1 Component BeCOP DB

The energy optimization approach used in DOLFIN require the management of different kind of information:
(i) raw datafrom ICT and no#CT facilities, (ii) calculated metrics and KPI, (iii) DC topology assessment, etc.
These information need to be stored and retrieved when necessary, for example when a new optimization
process has to be performed. For this scope the eMlOftor Database define dedicated APIs (reported in
Annex 1) that will be used by all the DOLFIN components that need query the DB.

The paragrapl3.3.1reports a deta#d description of model functionalities provide by the e OB

o e e ecoP 0B
opt [Set data on DE]
Query triggered by:
- new event (from extenal 'Adapter’)
- calculated data (metrics)
Request: POST 'data’ into 'table’ >
<+ Response: 200 OK 1
opt [Get data from DEB]

Query get for a sepecific data type:
- type (i.e. ICT dev status, performance/energy metrics, etc.)
- object (opt. unique id)

- when (interval time)

Request: GET data for type 'T' and object "id" in "last 1h'
L

Response: 'list of data’

‘_

ICT Performance

and Energy Supervisor eCOP DB

www.websequencediagrams.com

Figure3-5: Interface to eCOP DB

3.2.1.5 Interface to get changes in VMs and metrics

This interfaceprovides a group of APIs used by the Energy Policy Maker & Actuator to request updated
information on the VMgsleployment and KPIs, calculated by the ICT Performance and Energy Supervisor.
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1 Interface number: #6
1 Component AEnergy Policy Maker & Actuator
1 Component BICT Performance and Energy Supervisor

As briefly defined in the previous paragraphs the ICToReadnce and Energy Supervisor is the entity in the
DOLFIN architecture that provide the physical interfacing to the underlined DCs infrastructure, perform
metrics calculation and build other relevant information used during the energy optimization process.

In this model the ICT Performance and Energy Supervisor is in charge to perform a lot dinshort
consumed operation, in contrast with the operation performed by the Energy Policy Maker & Actuator. In
this flow diagram we reuse the model of evedriven mechanism to trigger the activities of the Energy
Policy Maker & Actuator only when changes are detected on objects explicitly required.

Energy Policy ICT Performance
Maker & Actuator and Energy Supervisor
opt [Events on VMs changes]

EPM&A makes a subscription to be notified

when some changes on VMs topology occur

SUBSCRIBE to event's notification

v

SUBSCRIBE result (200 OK)

NOTIFY initial status | ‘

F S 3

loop [wait for topology changes]
NOTIFY event

"
%

NOTIFY result (200 OK)

UNREGISTER L| |
L

UNREGISTER result (200 OK)

"
%

opt [Request actual metric/measure]

Request last measue or calculated metric of type 'T'
('T" should refer to a specific metric/KPI,

class of metrics or object identifier)

Request: GET data for type 'T'

v

Response: 'value'

"
%

opt [Request aggregated metric/measure]

Request an aggregate list of values for
the measure/metric of type 'T" for a time interval
Example; return a list of values in the last 1h

for the object 'T' with resclution of 3 min.

Request: GET data for type 'T' time 'last 1h' resolution "5m'
L

Response: 'list of values'

4
<

Energy Policy ICT Performance
Maker & Actuator and Energy Supervisor

www.webseguencediagrams.com

Figure3-6: Interface to get changes in VMs and metrics
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3.2.1.6 Interface toperform actions on localoud management platform

This interface is used by the Energy Policy Maker & Actuator when there is a heed to apply a set of actions
on a local cloud management platform (such@genStack as a result of the evaluation of an egg
optimization process.

1 Interface number: #6

1 Component AEnergy Policy Maker & Actuator

 Component BDCO Hypervisor Manager

The flow described in the below diagram represent the last stage in optimization process, where the
calculation performed insidéhe Energy Policy Maker & Actuator are translated in a stream of operations
that might request some actions on the VMs system.

Although many components are involved during this stage, a lot of complexity is confined inside of the
Energy Policy Maker &ctuator, but this diagram has the primarily scope to highlight the interfaces needed
to request action on the VMs stgystem via the DCO Hypervisor Manager.

The detaibd description of this processreported in the sectior3.3.2

Energy Policy DCO Hypervisor
Maker & Actuator Manager
opt [Request VM migration]

EPM&A asks for VM migration from host A to host B

Request: POST migrate action on "VM' from "host A' to "host B

perform migration :)

Result (200 OK)

+ ______
opt [Change VM status]
I,
EFM&A request to change VM status
(start/stop, pause/resume)
Request: POST status "X’ on "VM'
perform status change :)
- Result (200 OK)
Energy Policy DCO Hypervisor
Maker & Actuator Manager

www.webseguencediagrams.com

Figure3-7: Interface to perform actions on local cloud management platform
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3.2.1.7 Interface to Smart Grids

This interface providgthe link betweenthe Energy Policy Maker & Actuator and the Smart Goiatroller.
Its mainrolesto enable informatiorexchangeaegarding the status of the negotiatiswith the EPsnd the
generalSmart Grid environment.

1 Interface number: #@

1 Component AEnergy Policy Maker & Actuator

1 Component BSmart Grid Controller

The9y SNEHE t2tA0& al (1SN g ! OlGdzr G2NJ dzaSa (GKS Ay T2NJ
optimization process. As explained in paragr@8@h2.2.4 the Policy Maker components should implement
a pre-analysis based vatis inputs, including Sma@rids energy/price requests.

Energy Policy Smart Grid
Maker & Actuator Controller
opt [Get consumption request from SmartGrid]
EPM&A asks for energy consumption request L‘

Request: GET increase/decrease energy consumption,
L

Result: "kWh' in ‘timeslot’

.‘_ _________________________________________
opt [Get energy price from SmartGrid]
EPM&A asks for energy price L‘
Request: GET energy price n
Ll
PR Result: ‘price for kWh' in 'timeslot' |_______
opt [Send actual energy consumption]

EPM&A provides the actual DC energy consumption L‘

L Request: GET actual energy consumption
-
b ___Resuttewn »
Energy Policy Smart Grid
Maker & Actuator Controller

www.websequencediagrams.com

Figure3-8: Interface to Smart Grids
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3.2.1.8 Interface for SLA renegotiation

The Energy Policy Maker & Actuator uses this interface to reghestustomersthat haveagreedto a
possibleSLA reduction. The SLA Renegotiation Controller providesd fisssible candidates (VMs) that
could be subjectto lower performanceSLAs asvell as themaximum timeduration for this performance
reduction.

1 Interface numker: #(B

1 Component AEnergy Policy Maker & Actuator

 Component BSLA Renegotiation Controller

Energy Policy SLA Renegotiation
Maker & Actuator Controller
|

EPM&A query for VM/Service supporting SLA reduction

Request: GET SLA reduction o
Ldl

perform intemnal check D

Result: list of tuples "[VM : reduction percentage]”

.‘_ _______________________________
Energy Policy SLA Renegotiation
Maker & Actuator Controller

www.websequencediagrams.com

Figure3-9: Interface for SLA renegotiation

3.2.1.9 Interface for cros©C VM migration

This interfaceallows forrequeging and performing a crossDC migration. The process is supported by the
CrossDC Workload Orchestratevhich isin charge ohegotiating with thefederatedDCs

1 Interface number: #9

1 Component AEnergy Policy Maker & Actuator

1 Component BCrossDC Workbad Orchestrator
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Energy Policy Cross-DC
Maker & Actuator Workload Orchestrator

EPM&A request cross-DC migration T

Request: POST migration of 'WVM' to federated DC
Lgl

Cross-DC negotiation

PR Response: Confirm (200 OK) _u

Final Acknowledgment T

Request: POST ACK (Start migration) N
Ll

- Response: Confirm (200 OK)

Energy Policy Cross-DC
Maker & Actuator Workload Orchestrator

www.websequencediagrams.com

Figure3-10: Interface for crossDC VM migration

3.2.1.10Interface to DOLFIN Info DB

The DOLFIN Info DB provides global information on DC charactemistiasomponentsand provides also

the API fo logging the activities and actions performed by the DOLFIN modules. Moreover, the Info DB,
stores the asset information for the federated DOLEidbled DCs that might be involved during an
optimization process.

1 Interface number: #10

1 Component AEnergyPolicy Maker & Actuator

1 Component BDOLFIN Info DB

Energy Policy DOLFIN
Maker & Actuator Info DB
opt [Federated DCs status information]

EPM&A requests information for federated DOLFIN-enabled DCST

Request: GET DCs status info
L

4esponse: List DCs status info

opt [Energy Policy Maker action logging]

EPM&A register action logs T

Request: POST actionlog
>

< Response: 200 OK
Energy Policy DOLFIN
Maker & Actuator Info DB

www.websequencediagrams.com

Figure3-11: Interface to DOLFIN Info DB
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In the following sections a deted description ofthe internal designof each modules provided, inthe
context of WP3pecificallythe presentsectionelaborates orthe detaiked designof:

1 ThelCT Performiace and Energy Supervisor

1 TheEnergy Policy Maker and Actuator.

i TheeCOP Database.

1 The desigrof the Water Cooling Servenodulealsodetailingthe implementation of the prototype.

Moreover, each section providea detaied description of the functionalities performed by each
component along with theidentification of the primary sukelements withinthe component and their
responsibilites and role irthe optimization process.

The design of the elements is accompanied by the definition of the APIls interaction between system
elements, such as the APIs for accessing (monitor and control) of resources exposed by the legacy of the DC
modules the APIs to put and retrieve information from the ECOP DB, the API for accessing the functions
provided by the SDC (Synergdii€ described in the context of WP4) subsystem, etc. The complete list of
APls identified at the design stage are describedrapdrted in the Annex of this document.

3.3.1 ICT Performance and Energy Supervisor

The main purpose of this component is to provide information on the actual performance of the
applications (typically VMs) utilizing the resources of the DC along with infanmatn the energy
consumptionof both ICT and no#CT subsystem&urthermore, itprovidesgenericinterfaces toallow the
interactionwith various,legacy DGub-systems, bridginghe gap betweerthese entitiesandthe eCOP DB.
When neededthe ICT Perforimnce and Energy Supervisgitl implementadvancedalgorithms to produce
relevant metrics and translate raw datato meaning full metricsuseful to applyspecific sets oénergy
efficiencystrategies The role of the ICT Performance and Energy Supeigisammarized in the following
key points:

1 It receives performance utilization data and energy consumption data collected by the DOLFIN
DCO monitor/collector module.

1 It providesinformation on the actual performance of the applications (typically VMskiutij the
resources of the DO and noAT equipmentlong with information on thectualenergy
consumptionof this equipment

T It analyseghe utilization levels of eacactive DC physical server

Figure3-12 presentsa high leel description of the internal structure of the ICT Performance and Energy
Supervisor module. This schema willdegailed in the next paragraphs in order to clatifye functionalities
of eachdepictedelement.
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Figure3-12: ICT Performance and Energy Supervisor module

3.3.1.1 Module detail description

The basic objectiveof the ICT Performance and Energy Supervisor is to provide a set of functionalities
aiming at extractinghe DC metricand statusevaluation.

It continuously receives updates about the status of each DC asset. This unorganized stream of data is
provided by the DCO Monitor/Collector component véadedicated communication interfacélhe ICT
Performance and Energy Supervisaakes usef this incomimg stream of data to continuously update its
internal representation of the D@nd, consequently, form an updated snapshot of the overall and detailed
status of the DC assets.

Each inbound data event is correlated to its physical DC entity, which is presieintthe DC Topology DB.
Oncethe relationshipof an eventwith its physicalhost hasbeen sorted out, each data update event is
persisted intothe eCOP DB component, whgserposeis to persist thestatus of the DC assets and metrics
in the course ofitne.

The ICT Performance and Energy Supervisakes useof the DC status toperform series of dad
aggregating procedure¢eading to thegenerationof compoundmetrics,which are subject to optimizatign
and are detailed in deliverable DZP]. The optimization of these metriclyingin the core ofthe DOLFIN
project scopeis frequently reeomputedin orderto make sure that the DC operation is optimal from a
resource utilisation perspective.

Keeping in mind the discussion al@) the ICT Performance and Energy Superviscenigsioned to
comprise the followingub-modules:
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